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a b s t r a c t 

Appropriately treating riverine freshwater discharge into the oceans in Earth system models is a chal- 

lenging problem. Commonly, the river runoff is discharged into the ocean models with zero salinity and 

arbitrarily distributed either horizontally or vertically over several grid cells. Those approaches entirely 

neglect estuarine physical processes that modify river inputs before they reach the open ocean. In order 

to realistically represent riverine freshwater inputs in Earth system models, a physically based Estuary 

Box Model (EBM) is developed to parameterize the mixing processes in estuaries. The EBM represents 

the estuary exchange circulation with a two-layer box structure. It takes as input the river volume flux 

from the land surface model and the subsurface salinity at the estuary mouth from the ocean model. 

It delivers the estuarine outflow salinity and net volume flux into and out of the estuary to the ocean 

model. An offline test of the EBM forced with observed conditions for the Columbia River system shows 

good agreement with observations of outflow salinity and high-resolution simulations of the exchange 

flow volume flux. To illustrate the practicality of use of the EBM in an Earth system model, the EBM is 

implemented for all coastal grid cells with river runoff in the Community Earth System Model (CESM). 

Compared to the standard version of CESM, which treats runoff as an augmentation to precipitation, the 

EBM increases sea surface salinity and reduces stratification near river mouths. The EBM also leads to 

significant regional and remote changes in CESM ocean surface salinities. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

Rivers deliver an annual average of 1.25 Sv (1

v = 1 ×10 6 m 

3 s −1 ) of freshwater to the ocean ( Durack, 2015 ).

hese inputs, however, have much larger impacts on oceanic

ynamics than would be guessed based on their volume flux

lone. Riverine freshwater lowers surface salinity and introduces

tratification that can reduce mixed layer thickness, modify cur-

ents, and influence air-sea interaction. Coles et. al. (2013) show

hat the Amazon River freshwater has pathways into the western

ropical and subtropical gyres of the North Atlantic. In the Bay

f Bengal, the summer monsoon induced riverine discharge can

nhibit the air-sea heat exchange by decreasing the Sea Surface

alinity (SSS) to build a barrier layer ( Vinayachandran et al., 2002 ).

uch impacts on ocean salinities and stratification depend on

ow riverine freshwater initially enters the ocean ( Hordoir et al.,

008 ). In nature, estuaries transform river inputs before they

nter the ocean. Tides and other processes (e.g. winds) generate
∗ Corresponding author. 
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hear-driven mixing and internal wave breaking entrains saltwater

nto the fresher layer ( Dyer, 1998 ). This mixing and entrainment

rives an estuarine exchange flow (or gravitational circulation)

hat draws saltwater into estuaries; the saltwater ultimately exits

long with riverine freshwater as a mixed (non-zero salinity)

utflow to the coastal ocean (e.g. MacCready and Geyer, 2010 ).

stuaries and their mixing processes have spatial scales below that

hich can be explicitly represented in Earth system models (ESMs)

ith horizontal resolutions typically 100 km or coarser. This study

evelops and applies an Estuary Box Model (EBM) to represent

stuarine processes in ESMs. It provides a physically-based method

or introducing riverine freshwater to the model ocean without

ignificantly increasing computational time. 

. Background 

In ESMs the riverine discharge is usually introduced into the

cean component with zero salinity; implicitly neglecting any es-

uary mixing or exchange. In addition, instead of applying the

reshwater inflow as a horizontal flux entering through the coastal

oundary, the riverine freshwater is often applied to the ocean

urface as a vertical flux of “augmented precipitation” over a

http://dx.doi.org/10.1016/j.ocemod.2017.03.004
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Fig. 1. Schematic representation of the EBM. Thick solid lines indicate closed 

boundaries, dotted lines show open boundaries, and the dashed line is the layer 

interface. Volume fluxes along with salinities are represented with arrows at open 

boundaries. Shear induced turbulent mixing (coupled upward and downward open 

arrows) and the upward advection associated with exchange flow (upward solid ar- 

rows) connect the upper and lower layers. The color gradient represents salinity 

variations from fresher (lighter shades) to saltier (darker shades) waters. 
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specified ocean region (often hundreds of kilometers wide) sur-

rounding the actual river mouth ( Griffies et al., 2005 and Tseng

et al., 2016 ). Some models such as the Community Earth System

Model (CESM) employ the virtual salt flux (VSF) formulation that

handles river inputs (and precipitation) by removing salt from the

ocean surface instead of adding freshwater volume. The VSF for

rivers is calculated by multiplying the freshwater volume flux with

a reference salinity that is usually taken as a global constant (e.g.

34.7 PSU in the CESM) in order to assure global salt conservation.

Yin et al. (2010) , and Tseng et al. (2016) show the limitations of the

global reference salinity and use a local reference salinity instead.

These studies also distribute the riverine freshwater vertically over

several layers or enhance horizontal mixing at river mouths to dif-

fuse the freshwater horizontally. The Tseng et al. (2016) sensitivity

study shows that ocean model results strongly depend on the river

input methods and finds that CESM can be run successfully with-

out the large spreading regions typically used. All these methods

omit the important natural physical processes that fresh riverine

runoff will be pre-mixed with saltier oceanic water within estuar-

ies, rather than discharged into ocean with zero salinity. 

Garvine and Whitney (2006) made a first attempt to parameter-

ize the estuarine mixing processes for climate models. They built

an estuary box model based on the potential energy anomaly con-

cept introduced by Simpson et al. (1990) and compared results to

observations for the Delaware Bay. Rice et al. (2008) added a two-

layer formulation to this box model. Hordoir et. al. (2008) imple-

mented a shelf box model based on the idea of potential energy

anomaly (in NEMO, Nucleus for European Modelling of the Ocean)

that reproduced the coastal overturning on the Mekong shelf

for both upwelling- and downwelling-favorable winds. Herzfeld

(2015) developed a numerical method to introduce the riverine

freshwater input and include upper and lower layer exchange by

considering estuary salt wedge adjustment that is most appropri-

ate for highly stratified estuaries with weak tides and/or strong

river discharge. MacCready and Geyer (2010) summarize up-to-

date estuarine mixing parameterizations in their review paper.

Their review provides the theoretical basis and parameterizations

that support the development of the new EBM that represents the

essential influence of estuarine exchange flow. In this study we fo-

cus on the formulation of a new EBM and its calibration and val-

idation against observations for a well-observed estuary system –

the Columbia River. We additionally demonstrate the practicality of

its application in ESMs, and make an initial assessment of its im-

pact in a global simulation with the CESM. A more thorough anal-

ysis of impacts on the global climate, the sensitivity to parameter

choices within the EBM, and broader comparisons with observa-

tions will be addressed in subsequent studies. 

3. Estuary box model development 

3.1. Configuration 

The EBM is a two-layer rectangular box with constant width

(W), constant total depth (H), and time-varying length (L) ( Fig. 1 ).

Each layer has a constant thickness (h and H-h for the lower and

upper layers, respectively) and a vertically uniform (but horizon-

tally varying) salinity and density; thus, the estuary model water

column is vertically piecewise constant. The salinity and density

are allowed to vary horizontally to better represent horizontal gra-

dients in salinities at the mouth boundary; the domain including

the EBM and connecting ocean model has a horizontally piecewise

continuous salinity solution. L is the landward extent of the lower-

layer saltwater intrusion that adjusts to forcing conditions; this es-

tuary length adjustment allows for simplifications later and better

represents estuarine dynamics ( MacCready and Geyer, 2010 ). The

x -axis originates at the mouth and is positive towards the ocean.
he z -axis is defined positive upward from the bottom. Riverine

reshwater discharge (Q R ) enters through the estuary head. Oceanic

altwater flows into the EBM through the mouth lower layer (Q LM 

);

ote that Q LM 

is negative. Tidal pumping (e.g. MacCready, 2007 )

an drive a net horizontal salt flux into the mouth upper layer.

he tidal pumping results from differences in salt advection during

ood and ebb, which can be modeled as a diffusive flux in subtidal

nalysis (averaged over tidal variations). The upper and lower lay-

rs in the EBM communicate via vertical tidal mixing and by the

pward advection (associated with estuary exchange flow). Mixed

stuarine water flows to the coastal ocean though the mouth up-

er layer (Q UM 

). 

.2. Continuous governing equations 

The fundamental governing equations are tidally-averaged (sub-

idal), laterally-averaged, and steady-state. Estuaries experience

on-steady-state dynamics over several time scales, but the steady-

tate dynamics assumed here are expected to provide a reasonable

epresentation of the estuaries over monthly time scales. The vol-

me balance, i.e. the incompressible continuity ( Eq. (1) ), involves

he along-estuary and vertical velocities (u and w). 

∂u 

∂x 
+ 

∂w 

∂z 
= 0 (1)

he salinity balance ( Eq. (2) ) includes advection and diffusion with

orizontal and vertical eddy diffusivities (K H and K V ). 

∂ ( uS ) 

∂x 
+ 

∂ ( wS ) 

∂z 
= 

∂ 

∂x 

(
K H 

∂S 

∂x 

)
+ 

∂ 

∂z 

(
K V 

∂S 

∂z 

)
(2)

 linear equation of state ( Eq. (3) ) is used to calculate density

rom salinity, where ρ0 is 10 0 0 kg m 

−3 and β is 7.7 ×10 −4 PSU 

−1 

 MacCready, 1999 ). 

= ρ0 ( 1 + βS ) (3)

onverting the salinity balance ( Eq. (2) ) into density balance and

ultiplying it by gz yield the potential energy equation ( Eq. (4) ),

here the gravitational potential energy density (PE) is ρgz. 

∂ ( uPE ) 

∂x 
+ 

∂ ( wPE ) 

∂z 
= 

∂ 

∂x 

[
K H 

∂ ( PE ) 

∂x 

]
+ 

∂ 

∂z 

[
K V 

∂ ( PE ) 

∂z 

]

−K v g 
∂ρ

∂z 
− g 

∂ K v ρ

∂z 
+ wg ρ (4)

he vertical boundary conditions are no-normal-flow through the

urface and flat bottom (w = 0) and no density sinks or sources

d ρ/dz = 0). Freshwater fluxes from precipitation and evaporation

re neglected within the estuary as small relative to the river in-

uts. In the following sections, the continuous governing equations

re integrated over the estuary domain and parameterizations are

pplied where required. 
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.3. Estuary-integrated volume and density balances 

Vertically and horizontally integrating the continuous volume

alance ( Eq. (1) ) over the entire estuary box domain yields an es-

uary integrated balance between the river inflow, lower-layer in-

ow, and upper-layer outflow at the mouth ( Eq. (5) ); Q UM 

and Q R 

re positive and Q LM 

is negative. 

 UM 

+ Q LM 

− Q R = 0 (5) 

fter vertically integrating the continuous salinity equation

 Eq. (2) ) the vertical advection and vertical diffusion terms become

ero (because of vertical boundary conditions). Subsequent hori-

ontal integration (of the equivalent density equation) yields an

stuary-integrated balance ( Eq. (6) ) among mass fluxes associated

ith subtidal flow and horizontal diffusion through the mouth

pper-layer (associated with tidal pumping), and it is assumed

here is no diffusion through the other boundaries. 

LM 

Q LM 

+ ρUM 

Q UM 

− ρR Q R = ( ρLM 

− ρUM 

) a 0 a t 
Q Ut 

2 

(6) 

he tidal pumping term is based on Stommel and Farmer

1952) and MacCready (2007) and derived in the Appendix. Q Ut 

s defined as positive and is the average tidal volume flux dur-

ng half a tidal cycle, with Q Ut = 2W(H −h)u t / π (as in Eq. A2) )

here u t is the tidal current amplitude. The geometric coefficient

 t ( Eqs. (A10) and (A11) represents the fraction of tidal volume ex-

hange in which the saltier oceanic water replaces estuarine water.

acCready (2007) found that the horizontal diffusion at the estu-

rine mouth might be overestimated by using this approach, so a

oefficient a 0 is included as a free parameter. Note that ρLM 

(S LM 

)

s used to represent the density (salinity) entering from outside the

stuary. Also note that ρUM 

represents upper-layer conditions at

he estuary mouth open boundary and is greater than or equal to

he upper layer-averaged density within the estuary. 

.4. Estuary-integrated potential energy balance 

Vertically and horizontally integrating the continuous PE equa-

ion ( Eq. (4) ) and multiplying by the estuary width yields the

stuary-integrated PE balance ( Eq. (7) ). 

1 

2 

g ρLM 

Q LM 

h + 

1 

2 

g ( ρUM 

Q UM 

− ρR Q R ) ( H + h ) 

= 

1 

4 

a 0 a t g ( ρLM 

− ρUM 

) Q Ut ( H + h ) + K V gW 

∫ 0 

−L 
[ ρL ( x ) − ρU ( x ) ] dx

+W 

∫ 0 

−L 

∫ H 

0 

wg ρdzdx (7)

he terms on the left-hand side represent advection of PE due to

orizontal fluxes into or out of the estuary. The first term on the

ight-hand side of Eq. (7) is upper-layer integrated horizontal dif-

usion at the mouth (tidal pumping), which is parameterized as in

he density balance ( Eq. (6) ). The next term is from the vertical

iffusion of PE and has been written assuming K V is vertically uni-

orm. The estuary-integrated vertical diffusion terms are non-zero

ecause of the z dependence in the second, third and fourth terms

n the right-hand side of the continuous PE equation ( Eq. (4) ). The

ertical diffusion increases the potential energy in the water col-

mn, so it has the positive sign. The integrals for the mass lifting

erm, the final term in Eq. (7) , are evaluated in next section. 

.5. Vertical velocity, density distribution, and estuary length 

It is assumed that the vertical velocity w in the estuary box is

ndependent of x. The w vertical profile is approximated by a ver-

ically piecewise linear function ( Eq. (8) ) with a maximal positive
upward) value w i at the layer interface and zeros at the surface

nd bottom. 

 ( z ) = 

⎧ ⎨ 

⎩ 

w i 

H − z 

H − h 

h < z ≤ H 

w i 

z 

h 

0 ≤ z ≤ h 

(8) 

ecause of the steady-state volume balance, vertical volume flux

xiting the lower layer through the layer interface (w i LW) must

qual −Q LM 

. By substituting w i = −Q LM 

/(LW) and integrating wg ρ
ver the EBM, the (positive) lifting term in the PE balance ( Eq. (7 ) )

s solved in Eq. (9) . 

 0 

−L 

∫ H 

0 

wg ρdzdx =−1 

2 

g 
Q LM 

LW 

[
( H −h ) 

∫ 0 

−L 

ρU ( x ) dx +h 

∫ 0 

−L 

ρL ( x ) dx 

]
(9) 

 linear density distribution (in the x-direction) with a constant

ayer density difference is employed in the exchange-dominated

olution of MacCready (1999) and other studies (e.g. Huijts et al.,

009 ). Observations also suggest the linear approximation is ap-

ropriate ( Garvine et al., 1992 ). Consequently, the horizontal den-

ity distribution is approximated by linear functions in each EBM

ayer ( Eq. (10) ). 

U ( x ) = 

{
ρLM −ρR 

L 
x + ρUM 

−�x < x ≤ 0 

ρR −L ≤ x ≤ −�x 
with �x = 

ρUM 

− ρR 

ρLM 

− ρR 

ρL ( x ) = 

ρLM 

− ρR 

L 
x + ρLM 

− L ≤ x ≤ 0 (10

The density distribution is horizontally piecewise continuous

ith ocean-side salinities at the mouth; there the upper and lower

ayer densities reach ρUM 

and ρLM 

, respectively. The layer density

ifference is constant except in the segment from �x (where the

pper-layer starts to deviate from 0 PSU and ρR ) to the head of

BM (where the lower-layer reaches 0 PSU and ρR ) where layer

ensity difference linearly decreases to zero. From these approxi-

ations, the density integrals in ( Eq. (7) and Eq. (9) ) can be solved

nalytically ( Eq. (11) ). 
 0 

−L 

ρU ( x ) dx = 

1 

2 

ρ2 
UM 

− ρ2 
R 

ρLM 

− ρR 

L + 

( ρLM 

− ρUM 

) ρR 

ρLM 

− ρR 

L 

∫ 0 

−L 

ρL ( x ) dx = 

1 

2 

( ρLM 

+ ρR ) L (11) 

MacCready and Geyer (2010) provide the length scale (L) of

he estuary salinity intrusion in exchange-dominated estuaries

 Eq. (12) ). 

 = 0 . 024 a 1 

(
W H c 4 

Q R S c 2 

)1 / 3 
H 

2 

K V 

with c = 

√ 

g βS LM 

H (12)

n this equation, a 1 is an adjustment coefficient, c is an upper

ound for the internal wave speed, and Sc is Schmidt Number

Sc = 2.2 for this application). The Schmidt Number may vary from

stuary to estuary in nature, but the value chosen here is com-

only used for estuarine studies. The underlying principle is the

alinity intrusion has adjusted to river discharge and mixing condi-

ions (represented by K V ). Applying this fully-adjusted length scale

s consistent with the EBM steady-state dynamics and ultimately

emoves the K V dependence in the solution (as derived below).

herefore, it reduces the number of parameters required by the

BM. 

Eqs. (8) –(12) are substituted into Eq. (7) to yield a new form of

he PE balance ( Eq. (13) ). 

1 

2 

g ρLM 

Q LM 

h + 

1 

2 

g ( ρUM 

Q UM 

− ρR Q R ) ( H + h ) 

= 

1 

a 0 a t g ( ρLM 

− ρUM 

) Q Ut ( H + h ) 

4 
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Fig. 2. Schematic representation of EBM implementations for the climate ocean 

models with a) real boundary fluxes treatment and b) virtual salt fluxes treatment. 

The solid or dashed lines bounded boxes are the typical numerical grid cells with 

tracer point “T” in the middle. The shaded grid cells are on land and the thicker 

solid lines show the vertical ocean-land boundaries. The colored arrows indicate 

the volume fluxes in (a) and virtual salt fluxes in (b) cross the grid faces, and the 

4-points stars are located where the salinity values given by EBM. The H U and H L 
show the upper and lower layer thicknesses in POP2. The values of VSF ( F R and 

F REX ) on the grid cell interfaces shown in the (b) are practically for the POP2 with 

equal dZ k . 
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g  
+0 . 012 a 1 

(
WH c 4 

Q R S c 2 

)1 / 3 

g ( ρLM 

− ρUM 

) 
( ρLM 

+ ρUM 

− 2 ρR ) 

ρLM 

− ρR 

W H 

2 

− 1 

4 

g 
( H − h ) 

(
ρ2 

UM 

+ 2 ρLM 

ρR − 2 ρUM 

ρR 

)
− H ρ2 

R + h ρ2 
LM 

ρLM 

− ρR 

Q LM 

(13)

The PE balance depends on fluxes and densities at the mouth

and head, estuary width, layer thicknesses and total depth, the

geometric coefficient for tidal pumping (a t is set in Eq. (A10) or

Eq. (A11)) and two free parameters (a 0 and a 1 ) that can be used to

tune horizontal diffusion and vertical mixing strength for a given

estuary. The left-hand side of the Eq. (13) represents the PE fluxes

directly associated with horizontal advection through the head and

mouth, while the right-hand side includes the contributions of

tidal pumping through the mouth, estuarine mixing, and upwelling

associated with estuary exchange flow. 

3.6. Dimensional solution 

The steady-state volume, density, and potential energy layer in-

tegrated balances ( Eqs. 5,6 , and 13) constitute a system of nonlin-

ear equations to solve the three unknowns Q LM 

, Q UM 

, and ρUM 

.

S UM 

is found afterwards by applying the linear equation of state

( Eq. (3) ). Substituting Eq. (5) and (6) into equation Eq. (13) gives a

cubic polynomial function ( Eq. (14) ) that yields Q LM 

. 

λ3 Q 

3 
LM 

+ λ2 Q 

2 
LM 

+ λ1 Q LM 

+ λ0 = 0 with 

λ3 = −H 

λ2 = 2 Q R ( 2H − h ) + a 0 a t Q Ut H 

λ1 = 0 . 096 a 1 

(
WH c 4 

Q R S c 2 

)1 / 3 

H 

2 W Q R − Q R ( 2H − h ) ( Q R + a 0 a t Q Ut ) 

−a 2 0 a 
2 
t 

Q 

2 
Ut 

4 

H 

λ0 = −0 . 048 a 1 

(
WH c 4 

Q R S c 2 

)1 / 3 

H 

2 W ( Q R + a 0 a t Q Ut ) Q R (14)

For the EBM, only the negative real root of the Q LM 

makes

sense physically (indicating lower-layer flow into the estuary) and

Eq. (14) always has only one valid root with positive a 0 and a 1 
values. Substituting the Q LM 

solution into volume conservation

( Eq. (5) ) yields the Q UM 

solution in Eq. (15) . 

Q UM 

= Q R − Q LM 

(15)

Subsequently, ρUM 

is gained from water mass conservation

( Eq. (6) ) as given in Eq. (16) . 

ρUM 

= 

(
ρR Q R − ρLM 

Q LM 

+ ρLM 

a 0 a t 
Q Ut 

2 

)/ (
Q UM 

+ 

a 0 a t Q Ut 

2 

)
(16)

S UM 

can be solved using the linear equation of state ( Eq. (3) )

with ρUM 

calculated in Eq. (16) . Alternately, substituting the lin-

ear equation of state ( Eq. (3) ) for all the densities in Eq. (16) and

applying the volume balance ( Eq. (5) ) yields an equation for S UM 

that is analogous to Eq. (16) but with the densities replaced by

salinities ( Eq. (17) ). 

S UM 

= S LM 

(
−Q LM 

+ 

a 0 a t Q Ut 

2 

)/ (
Q UM 

+ 

a 0 a t Q Ut 

2 

)
(17)

Note that S UM 

reduces to S LM 

|Q LM 

|/Q UM 

if tidal pumping is omitted

by setting a 0 to zero. 

3.7. Implementation of EBM in Earth system models 

3.7.1. Implementation as lateral boundary condition 

The EBM can be implemented in global ocean models in a

straightforward manner by specifying horizontal volume and salt
uxes through the land-ocean coastal boundary. This coupling ap-

roach is a modification to that used by Herzfeld (2015) in a re-

ional model and Griffies et al (2005) in a global model. The spec-

fied upper layer (H U ) in the global ocean model is where the vol-

me and salt fluxes enter the ocean, and the lower layer (H L ) is

here volume and salt fluxes are removed from ocean ( Fig. 2 a).

ote that the coupling layer thicknesses H U and H L do not have

o match the EBM layer thickness (H-h) and h and often will be

hicker due to the coarser vertical resolution in many global ocean

odels. Coupling the EBM maintains zero net salt flux over the

ater column at the coastal boundary because the salt removed

rom ocean model lower levels is returned (and effectively up-

elled) to the upper levels. The EBM exchange flow also does not

reate net volume flux through the coastal boundary and the net

olume flux is entirely associated with the river runoff. 

The volume fluxes through the specified upper and lower layer

t the ocean model coastal boundary can be implemented follow-

ng Eq. (18) . 

 ( Z ) = 

{ 

α( Z ) Q UM 

− H U < Z ≤ 0 

α( Z ) Q LM 

− ( H U + H L ) < Z ≤ −H U 

0 Z ≤ −( H U + H L ) 

with 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

0 ∑ 

−H U 

α( Z ) = 1 

−H U ∑ 

−( H U + H L ) 
α( Z ) = 1 

(18)

he model vertical coordinate Z in Eq. (18) is positive upwards

rom the surface, Z is negative throughout the water column. The

(Z) is a flexible vertical weighting function, and the summation of

he α(Z) within the upper layer has to equal one, and it is the same

or the lower layer (e.g. α1 =α2 =α3 =α4 =0.5 in the Fig. 2 a). The

olume flux Q UM 

is positive since it enters the ocean, and Q LM 

is

egative since it leaves the ocean. In practice the volume fluxes are

mplemented as velocities at the velocity-grid on the land-ocean

nterface. The approaches will vary between different numerical

rid structures. For the staggered C-grid, the velocity points are
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n the middle of the tracer grid cell lateral faces. Thus, the im-

lemented velocity for each grid cell can be found by dividing the

eighted volume flux by the area of the grid cell face on the land-

cean boundary. For the staggered B-grid, the velocity points are

t the corners of tracer grid cell. Then the volume fluxes can be

venly split into the two adjacent velocity points. The vertical in-

egral of volume flux will equal the riverine discharge Q R on the

cean-land boundary after correct coupling implementation. 

The lower layer salinity S LM 

for the salt flux calculations is cal-

ulated with Eq. (19) . 

 LM 

= 

∑ −H U 
−( H U + H L ) 

(
S i , k · d Z k 

)
H L 

(19) 

he dZ k in Eq. (19) is the thickness of the tracer grid cell at vertical

evel k (e.g. dZ 3 =dZ 4 and S LM 

=S i, 3 /2+S i, 4 /2 in the Fig. 2 a). S LM 

lso is used to force the EBM. Salt fluxes for the upper layer involve

he effective salinity S EFF calculated in Eq. (20) . 

 EFF = S LM 

Q LM 

Q LM 

− Q R 

(20) 

 EFF is appropriate for the advective salinity balance

 EFF Q UM 

=S LM 

|Q LM 

| imposed by this coupling method at the

oastal boundary. S EFF equals S UM 

if tidal pumping is not included

n the EBM solution (i.e a 0 is zero), but is otherwise lower than

 UM 

( Eq. (17) ). For all grid cells within the lower layer (H L ), the

and-ocean interface should have the same tracer value S LM 

. And

or all grid cells within the upper layer (H U ), the land-ocean

nterface should have the same tracer value S EFF . In practice, the

alinity value on the ghost grid cells might need to be calculated

ith the employed tracer advection scheme, so that the salinity

alues at the land-ocean boundary can be ensured. The salt fluxes

re calculated by multiplying the salinity by volume fluxes cross-

ng the coastal boundary. The vertical integral of the total salt

ux on the coastal boundary will be zero after correct coupling

mplementation. 

.7.2. Implementation as virtual salt fluxes 

In this study, the EBM is implemented within CESM to test the

lobal performance. The Parallel Ocean Program version 2 (POP2)

s the ocean component of CESM ( Danabasoglu et al., 2012 ). The

iverine freshwater runoff in the POP2 is treated as a virtual salt

ux (VSF) through the air-sea interface, so there are no volume

r mass fluxes crossing the land-ocean coastal boundary. In this

ituation, the riverine runoff and estuarine exchange are handled

s vertical salt flux convergence terms in the salinity conservation

quation ( Eq. (21) ) ( Tseng et al., 2016 ): 

DS 

Dt 
= ∇ ( K ∇S ) + 

∂ 

∂Z 

[
κ

(
∂S 

∂Z 

− γS 

)]
− ∂ F R 

∂Z 

− ∂ F REX 

∂Z 

ith κ
∂S 

∂Z 

∣∣∣∣
Z=0 

= −F S ( 0 ) and κ γS | Z=0 = 0 (21) 

here Z is the POP2 vertical coordinate (positive upwards from the

urface, Fig. 2 b), K is the isopycnal skew-diffusion tensor, κ is the

iapycnal diffusivity and κγ S is the KPP counter gradient flux in

he boundary layer. The F S (0) includes all the freshwater VSF ap-

lied as surface boundary condition and is positive upwards (when

alt is removed from the ocean), but this term excludes river runoff

or the EBM implementations. The details of F S (0) treatment is dis-

ussed in Tseng et al. (2016) . The last two terms on the right-

and side of Eq. (21) represent the salt flux convergences given

y −∂ F ∗/ ∂ Z. The riverine freshwater VSF F R ( Eq. (22) ) and estuar-

ne exchange flow VSF F REX ( Eq. (23) ) are distributed vertically in
 l  
he water column by specifying layer thicknesses H U and H L . 

 

R ( Z ) = 

{ 

F R ( 0 ) 

(
1 + 

Z 

H U 

)
− H U < Z ≤ 0 

0 Z ≤ −H U 

with F R ( 0 ) = Q R S (22) 

 

REX ( Z ) = 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

F REX ( −H U ) 
−Z 

H U 

− H U < Z ≤ 0 

F REX ( −H U ) 
H U + H L + Z 

H L 

− ( H U + H L ) < Z ≤ −H U 

0 Z ≤ −( H U + H L ) 
ith F REX ( −H U ) = −Q LM 

( S LM 

− S EFF ) 

(23) 

The choice of H U and H L in POP2 are flexible and do not have

o match the EBM layer thicknesses (H −h and h). The upper and

ower layers in the POP2 each have to span at least one vertical

evel of the tracer grid cell. The treatment for the riverine fresh-

ater ( Eq. (22) ) is same as the approach of Tseng et al. (2016) .

he riverine freshwater VSF F R is positive and increases toward the

cean surface ( Eq. (22) ), thus F R is divergent ( − ∂ F R / ∂ Z < 0) and

akes negative contributions in the salinity conservation equa-

ion ( Eq. (21) ) within the upper layer (H U ). The vertical integral

f −∂ F R / ∂ Z over the entire water column yields −F R (0). In nature,

ower-layer water is upwelled within the estuary and then trans-

orted back into the coastal ocean with the upper-layer outflow.

he lower-layer (saltier) water entering the estuary is entrained

rom the continental shelf and there is horizontal divergence in

he vicinity of the entrainment zone that requires a downwelling

f near-surface (fresher) water if a steady-state volume balance is

aintained. The net effects on the salinity field are bringing saltier

ater to the surface within the estuary and moving fresher water

o deeper depths somewhere outside the estuary. In this coupling

ethod both the upwelling and downwelling are applied within

he same ocean tracer grid cells as the river runoff, thus there is

o net volume flux due to exchange flow within the water col-

mn and only the vertical distribution of net salt fluxes needs to

e represented. In POP2, the exchange flow is applied as upwelling

SF (F REX ) that increases from zero at bottom of lower layer ( −
 U −H L ) toward the layer interface ( − H U ), then decreases to the

ero at ocean surface ( Eq. (23) ). Note that the Q LM 

is negative be-

ause the water is taken away from the ocean ( Fig. 1 ), so the F REX 

s positive (upward) ( Fig. 2 b). F REX is convergent ( − ∂ F REX / ∂ Z >

, positive contributions in Eq. (21) ) within the upper layer (Z >

H U ) and divergent ( − ∂ F REX / ∂ Z < 0, negative contributions in

q. (21) ) within the lower layer ( Fig. 2 b). The tracer values for cal-

ulating F REX are the lower layer salinity S LM 

( Eq. (19) ), and the ef-

ective estuarine outflow salinity S EFF ( Eq. (20) ). With this coupling

ethod, the exchange volume flux balances within the same col-

mn of ocean grid cells, so the vertical integral of −∂ F REX / ∂ Z over

he water column is zero. 

. Columbia river test case 

.1. Observational data 

The EBM is tested and evaluated for the Columbia River es-

uary with observations and output from a high-resolution Re-

ional Ocean Modeling System (ROMS) simulation. For compar-

sons with observations, the EBM is forced with the daily discharge

or 2013 calculated as the sum of USGS stream-gage observations

n the Columbia River (#14105700) and its downstream tribu-

aries in Willamette River (#14197900), Lewis River (#14222500

nd #14220500) and Cowlitz River (#142430 0 0). Tidal informa-

ion used to assess tidal pumping is derived from the NOAA sea

evel record at Hammond, OR (#9439011) near the Columbia River
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Table 1 

Columbia EBM test case settings. 

EBM Runs Observations:Spring-neap Observations: No spring-neap ROMS: Spring-neap ROMS:No spring-neap 

H, h (m) 10.93, 5.47 10.93, 5.47 10.93, 5.47 10.93, 5.47 

W (km) 3.67 3.67 3.67 3.67 

River forcing Daily USGS Q R Filtered Daily USGS Q R Daily ROMS Q R Filtered Daily ROMS Q R 
Tidal forcing Daily NOAA u t u t = 0.96 (m s −1 ) Daily NOAA u t u t = 0.96 (m s −1 ) 

S LM (PSU) 32 32 ROMS S LM Filtered ROMS S LM 

Coefficients a 0 = 1.2, a 1 = 0.93 a 2 = 0.7, a 1 = 0.93 a 0 = 1.2, a 1 = 0.93 a 2 = 0.7, a 1 = 0.93 

a0 ∗at = a2 1.2 ∗(varying at) = (varying a2) 1.2 ∗0.59 = 0.7 1.2 ∗(varying at) = (varying a2) 1.2 ∗0.59 = 0.7 

Comparison Daily NOAA S UM Filtered NOAA S UM ROMS S UM , Q UM ROMS S UM , Q UM 

Fig. 3. Comparisons of daily mean outflow salinity given by the EBM (blue) and observations (red) for 2013 at the Columbia River mouth. (a) With the spring-neap Q r and 

u t and (b) without spring-neap tidal variations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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mouth. The daily tidal amplitude ( ηt ) is set by averaging the two

high tides each day if the EBM forcing includes the spring-neap

tidal variations. Otherwise, the record-averaged tidal amplitude is

used. The corresponding tidal velocity amplitude (u t ) forcing is es-

timated from the depth-averaged long-wave solution u t = ηt 

√ 

g / H .

The EBM upper-layer salinities are compared to daily-averaged es-

tuarine outflow salinities calculated from observations collected

at the NOAA National Data Buoy Center Station JTAW1 (collected

6.4 m below mean water level at a 6 min. interval). Any data gaps

are linearly interpolated prior to daily averaging. The oceanic in-

flow water salinity is set to 32 PSU since no observational record

is available for the time period. This value is a reasonable estimate

for ambient shelf waters, but it excludes time variations of shelf-

water salinity. The total depth of estuary box is calculated from the

General Bathymetric Chart of the Oceans (GEBCO) global 30 arc-

second data, which gives the root mean squared depth of 10.93 m.

The EBM upper layer has the same thickness as the lower layer

(the interface is at mid-depth). The box width is set to 3.67 km,

the mouth width measured from Google Earth. 

4.2. Comparisons with observations 

In this testing, the diffusion adjusting constants a 0 and a 1 
are constrained using the MATLAB function “fminsearch” ( Lagarias

et al., 1998 ), that gives optimized parameters for the smallest Root

Mean Squared Error (RMSE) of outflow salinities between EBM and

observations. The best-fit values are a 0 = 1.20 and a 1 = 0.93 ( Table

1 ). The observed Columbia River estuary outflow salinities show
lear spring-neap tidal variations ( Fig. 3 a), with amplitudes of ap-

roximately 5 to 8 PSU. Outflow salinities are fresher between

pril and July and saltier from August to December due to the river

ischarge annual cycle. The EBM solution performs well in repre-

enting both the spring-neap outflow salinity variations and the

easonal salinity changes ( Fig. 3 ). The RMSE between EBM results

nd observations is 1.7 PSU (10% of the observed mean outflow

alinity) with the squared correlation coefficient (r 2 ) of 0.70 and

ias of −0.06 PSU. 

For ESMs focused on long-term variations of the global ocean,

he spring-neap tidal variations may become less important. So the

BM without spring-neap tidal variations is tested with constant

idal amplitude ( ηt = 1.01 m, u t = 0.96 m s −1 ). A 5th order Butter-

orth low-pass filter with cut-off period of 33 days is employed to

lter out the spring-neap signals (and higher frequency variations)

rom the observed river discharge for forcing and the observed out-

ow salinity data for comparison. The a 1 value (0.93) is kept the

ame as before. In this case, the tidal pumping geometric ratio a t is

onstant, so it is combined with a 0 to yield the tidal pumping ad-

usting constant a 2 =a 0 a t . This simplifies the EBM parameter space

n the ESMs. The optimization function gives a 2 = 0.70. The EBM

alculated outflow salinities compared to the filtered observations

ave RMSE of 1.11 PSU, r 2 of 0.81 and mean bias of −0.02 PSU

 Fig. 3 b). The EBM follows the seasonal variation of Columbia River

utflow salinities, although it has a saltier outflow in spring and

resher outflow in summer. The EBM works well to represent the

stuary outflow salinity in the case of Columbia River, which en-

ourages its application to other estuaries and within ESMs. 
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.3. ROMS simulation data 

Observational time series of volume fluxes at estuary mouths

re uncommon, but regional ocean models can provide these

uxes. A pre-existing ROMS simulation of the Columbia River and

he adjacent ocean region provides a comparison for EBM results.

he model details are described in Giddings et al. (2014) . The com-

arison data are the ROMS results for 2005. They are tidally aver-

ged with a low-pass Godin 24/24/25 filter ( Godin, 1972 ). Volume

uxes are calculated at the head (Q R forcing for the EBM) and at

he estuary mouth (Q UM 

and Q LM 

for comparison with EBM). Q LM 

or ROMS is determined by the spatially integrating all landward

elocities through the mouth. Q UM 

for ROMS is calculated accord-

ng to Eq. (5) for the most consistent comparison with EBM steady

ynamics. The calculated Q UM 

is somewhat lower than the spatial

ntegral of seaward velocities through the mouth because it omits

he seaward compensation flow for the landward Stokes transport

 Ianniello, 1979 and 1981 ) that is not included in EBM dynam-

cs. The ROMS inflow salinities through the mouth (S LM 

forcing

or EBM) are calculated by dividing total landward salinity fluxes

hrough the mouth by Q LM 

. The ROMS outflow salinities (S UM 

for

omparison with EBM) are calculated in analogous fashion to S LM 

nd can be compared to EBM output. EBM tidal forcing for 2005

s calculated from observed harmonic constituents as in the previ-

us comparison. The same estuary box dimensions are employed

s for the comparison with observations, and the mixing constants

 0 and a 1 also are kept same as the previous observation compar-

son run, so that the EBM parameter values can be evaluated with

OMS results. 

.4. Comparison to the ROMS simulation 

The comparisons of EBM with ROMS are shown in Fig. 4 . For

he estuarine outflow salinity ( Fig. 4 a), EBM has a RMSE of 3.11, r 2 

f 0.54 and bias of −1.33 PSU. The agreement can be increased by

hanging the mixing coefficients to find the best-fit EBM solution

or ROMS, but this was not done as the coefficients already are

et based on observations. The EBM includes the spring-neap cy-

les of the outflow salinity, although their amplitudes are smaller

han in ROMS. In general, the lower-layer inflow salinity has much

maller variations than the upper-layer outflow salinity which has

onsiderable variability associated with tides and river discharge. A

ouple of shelf freshening events in March and May cause drops of

BM outflow salinity that are not shown in the ROMS simulation.

he mismatch is attributed to the EBM steady state salt balance

hat does not allow for a delayed and smoothed response to sud-

en forcing changes seen in nature ( MacCready, 1999 ) ( MacCready,

007 ) and the ROMS results. This is not a major limitation in ESMs

ince periods of interest are usually seasonal to multi-decadal vari-

bility and estuary response generally occurs over shorter time

cales. 

The outflow volume fluxes from EBM matches well with ROMS

esults ( Fig. 4 b), with RMSE of 513 m 

3 s −1 (7.6% of the ROMS mean

utflow volume flux), r 2 of 0.89 and a 125 m 

3 s −1 bias. The lower-

ayer inflow volume fluxes from the EBM and ROMS have similar

ean values, but the EBM result has less high-frequency variabil-

ty. In the high discharge period, the EBM tends to overestimate

he outflow volume flux. Physically, with rising river discharge, the

tratification in an estuary increases, which can inhibit turbulent

ixing through the layer interface and reduce estuary exchange

ow. In the case of Columbia River estuary, it changes from a par-

ially mixed type to the salt wedge type with increased vertical

tratification. EBM can capture the estuarine type transition by re-

ucing the lower-layer volume flux (associated with estuary ex-

hange flow), but it has a weaker response than in ROMS. Nev-

rtheless, EBM works well to represent the seasonal, even spring-
eap, variations of Columbia River estuary outflow volume flux

rom ROMS results. 

To test the EBM without the spring-neap tidal signal, all ROMS

ata are smoothed with the same low-pass filter used for the no-

pring-neap observational data. The filtered river discharge and

ower-layer salinity are used to force the EBM, and the filtered out-

ow volume fluxes and salinities are compared to EBM results. The

BM employs the same dynamic parameters as in the comparison

ith the filtered observations ( Table 1 ). The agreement is improved

ith RMSE of 1.74 PSU, r 2 of 0.82 and a −1.20 PSU bias for outflow

alinity, and RMSE of 330 m 

3 /s, r 2 of 0.98 and a 123 m 

3 s −1 bias

or outflow volume fluxes ( Fig. 4 c and d). It indicates that the EBM

orks well for long-period or low-frequency forcing. As the high

requency forcing is filtered out, estuaries tend to achieve a quasi-

teady-state balance that is well represented by EBM steady-state

ynamics. Thus, the EBM can work well in the ESMs even though

t neglects the short-term estuary adjustment. 

. Applying the EBM globally 

One challenge to implementing the EBM in an ESM is speci-

ying parameters for all estuaries globally. The Dai and Trenberth

2002) dataset shows that the 20 largest rivers (the global top 20)

ontribute to over 60% of total global riverine freshwater runoff

nto the oceans. The Amazon River alone accounts for almost 25%

f total global discharge. Many of the largest rivers have been well

tudied, therefore observational data and/or regional simulations

xist to calibrate EBM mixing parameters and set box geometry.

he Columbia River is a good example that has both observational

nd simulation data. Smaller rivers in the dataset have smaller in-

ividual contributions on freshwater discharge, but their summa-

ion is significant globally and their individual inputs are important

ocally. Many of these rivers do not have enough data to calibrate

BM parameters. A short path to get the EBM working for these

ivers is to find a universal relationship between riverine forcing

nd estuarine response. 

Hansen and Rattray (1966) developed the stratification-

irculation diagram to quantitatively classify estuaries. They found

hat scaled stratification δS/S 0 (the top-to-bottom salinity differ-

nce divided by the sectional mean) in the estuary depends on

he densimetric Froude number Q R /(cWH). In general, the strat-

fication increases with rising Froude number. The EBM can be

arameterized for the rivers outside of global top 20 in an ESM,

o that their outflow salinities (and mouth stratification) fol-

ow this general trend. The original scaled stratification is modi-

ed to (S LM 

−S UM 

)/S LM 

for application at the EBM mouth. Geyer

2010) applied observations from 13 estuaries ( Fig. 5 ), and shows

hat the bulk stratification rises with increasing densimetric Froude

umber. Geyer (2010) includes two scalings to predict stratifica-

ion, but they overestimate stratification for estuaries with high

ensimetric Froude numbers and do not asymptote to the com-

letely stratified limit. 

The EBM is set up with a uniform box frame with H = 10 m

nd h = 5 m. The mixing parameters of the EBM are then opti-

ized to get the smallest RMSE for all with observation points

n Fig. 5 . The width scales out of the solution when expressed in

erms of the densimetric Froude number; consequently, the width

oes not need to be specified. One EBM run includes tidal pump-

ng with u t =1 m/s and the other neglects tidal pumping by set-

ing a 2 to zero. The EBM solutions follow the general trend of

he observations. EBM solutions with or without tidal pumping

oth converge and asymptote to complete stratification at high

ow conditions with larger riverine densimetric Froude numbers.

n the lower Froude number region, the EBM with tidal pumping

as less stratification, because the tidal pumping helps to increase

he estuarine outflow salinity. These results encourage the global
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Fig. 4. Columbia River estuary comparisons between the EBM solution and the ROMS simulation. (a) and (b) compare salinity and volume fluxes with spring-neap tidal 

variations included. (c) and (d) compare salinity and volume fluxes without spring-neap tidal variability. 
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application of the EBM and indicate that even the solution with-

out tidal pumping works well. They provide a basis for generic

EBM parameters that can be applied even if there is not enough

information to set estuary-specific values. 

6. EBM test in global climate model 

6.1. CESM and EBM settings 

The EBM is implemented and tested in the ocean component

POP2 of the CESM version 1.1.1 with nominal 1 ̊ horizontal reso-

lution. POP2 has 60 vertical z-levels with 10 m resolution in the

first 15 levels and is stretched to 250 m resolution for the deepest

ocean. For the runs discussed here, the ocean and sea-ice compo-

nents are active, while the atmospheric component and river fresh-

water input are decoupled and prescribed with the 1948–2007

COREII forcing ( Large and Yeager, 2009; Griffies et al, 2009 ). The

model is run for 60 years (one cycle of the forcing), and the clima-

tological averages of the last 30 years’ results are used for evalua-

tions. 

The EBM parameters are specified individually for each of the

global top 20 rivers ( Table 2 ). The total depth (H) is either picked
rom literature or calculated from the General Bathymetric Chart of

he Oceans (GEBCO) data set ( IOC, et al., 2003 ) as the root mean

quare depth in the selected estuary area. The width (W) of the

ox at its mouth is either from literature or measured from the

oogle Earth Pro v.7.1.2.2041 with its Line Ruler tool. If there is

ore than one channel connecting to the ocean, the box width

s taken as the combined width of the channels. The lower-layer

hickness is taken as half the total depth for all rivers. The mixing

arameters (a 1 and a 2 ) of the EBM for top 20 rivers are individu-

lly optimized to match the observed outflow salinity with MAT-

AB function “fminsearch” ( Lagarias et al., 1998 ) in offline integra-

ions. The 60-year-averaged monthly discharge of each individual

iver is taken from the Dai and Trenberth (2002) database. The an-

ual mean of Mean High Water (MHW) level is regenerated from

he Regional and Local Tidal Solutions of the OSU Tidal Data Inver-

ion ( Egbert & Erofeeva, 2002 ), literature studies, or NOAA buoys.

inally, the optimized mixing parameters are found by minimiz-

ng the RMSE between the calculated annual mean outflow salin-

ty and comparison data from published observations or regional

umerical studies. The studies used to determine the mixing pa-

ameters are listed in Table 2 . For other rivers, outside of the top

0, the default EBM has a common depth of 10 m and the mouth

idth of 2 km. The mixing parameters are from the generic fit
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Table 2 

EBM parameters for top 20 rivers in POP2 of CESM, where W is the width, H is the height and h ∗ is 

the layer depth ratio(h/H) for the box dimensions. The a 1 and a 2 are the dimensionless coefficients for 

vertical mixing and tidal pumping in the EBM. 

River Name W (m) H (m) h ∗ (-) a 1 (-) a 2 (-) References to get annual mean S UM 

Amazon 50,0 0 0 21.8 0.5 1.00 0 Geyer (1995) 

Congo 9740 8.0 0.5 1.04 2.57 Eisma and Van Bennekom (1978) 

Orinoco 17,0 0 0 10.0 0.5 1.52 0 Bone et al., (2011) 

Changjiang 28,870 7.4 0.5 1.59 0 Zhang et al. (2011) 

Brahmaputra 11,0 0 0 14.0 0.5 0.16 0 Rao (2005) 

Mississippi 40 0 0 12.0 0.5 1.07 3.84 Georgiou and Hanegan (2013 ) 

Yenisey 61,500 3.8 0.5 1.29 0 Burenkov and Vasil’kov (1995) 

Parana 30,0 0 0 7.5 0.5 0.58 0 Fossati and Piedra-Cueva (2008) 

Lena 5800 9.3 0.5 0.11 0 Cauwet and Sidorov (1996) 

Mekong 15,200 6.5 0.5 1.13 0.89 Nguyen et al. (2008 ) 

Tocantins 62,0 0 0 16.0 0.5 0.03 0 Barthem and Schwassmann (1994) 

Ob 47,270 8.6 0.5 0.02 0 Burenkov and Vasil’kov (1995) 

Ganges 90 0 0 14.0 0.5 0.05 0 Rao (2005) 

Irrawaddy 35,140 22.5 0.5 0.15 0 Kravtsova et al., (2009) 

St. Lawrence 4680 42.9 0.5 1.03 2.57 Ingram and Ei-Sabh (1990) 

Amur 20,0 0 0 14.3 0.5 0.11 0 Shevchenko et al. (2013) 

Mackenzie 25,0 0 0 2.8 0.5 1.16 0.51 Emmerton et al., (2008) 

Xijiang 29,0 0 0 5.2 0.5 0.28 0 Zu and Gan (2015) 

Columbia 3670 10.9 0.5 1.10 1.08 NOAA buoy jtaw1 

UNIFORM 20 0 0 10.0 0.5 0.88 0 Geyer (2010) 

Fig. 5. Scaled stratification at estuary mouths vs. scaled river discharge (a den- 

simetric Froude number). Black dots are observations in 13 estuaries regenerated 

from Geyer (2010) . Dashed lines are Geyer’s solutions considering tides (green) and 

neglecting tides (magenta). Solid (blue and red) lines are the solutions of EBM. The 

blue line shows the tidal pumping neglected EBM with a 1 =0.876, which gives a 

RMSE of 0.086 and R-squared of 0.93 to the observations. And the red line with 

tidal amplitude of 1 m to force the tidal pumping and the mixing parameters 

a 1 =0.200, a 2 =0.285, which gives a RMSE of 0.082 and R-squared of 0.94. (For in- 

terpretation of the references to color in this figure legend, the reader is referred to 

the web version of this article.) 
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escribed in the previous section ( Fig. 5 ). The contribution of tidal

umping in the default EBM is neglected. 

Three test cases (VSFEBM, VSFROF, and VSFSPRD, where “VSF”

ndicates the virtual salt flux coupling method) are used to illus-

rate the effects of estuary exchange in POP2. The EBM is imple-

ented in the VSFEBM case for all rivers in POP2. The VSFROF is a

omparison case in which the EBM exchange circulation is not im-

lemented and the same runoff (“ROF” ) is applied, so only riverine

reshwater convergence term ( − ∂ F R / ∂ Z) is included ( Eq. (21) ). The

ayer thicknesses for coupling with CESM are H U =20 m (spanning

he top two grid levels) and H L =20 m (spanning the next two grid

evels) ( Fig. 2 b). If the local water depth is less than 40 m, H U is

eld constant and H is reduced. Each river runoff point and the
L 
orresponding exchange flow (in VSFEBM only) is mapped to a sin-

le T-grid column near the river mouth in the VSFEBM and VSFROF

ases. The VSFSPRD case represents the runoff treatment used in

rior studies (e.g. Tseng et al., 2016 experiment B300CS): the river-

ne freshwater is included in the F S (0) term as surface boundary

ondition in Eq. (21) and horizontally spread over a large region

by a e-folding length scale of 10 0 0 km with a maximum spread-

ng radius of 300 km Gaussian distribution) rather than distributed

ertically and focused horizontally at the runoff points as in the

ther cases. The other differences for VSFSPRD are the constant

lobal reference salinity for riverine freshwater VSF computation

instead of a time and spatially variable reference salinity) and no

BM. 

.2. Interpretation of CESM results 

The sea surface salinity (SSS) of the VSFEBM case and differ-

nces from other cases are shown in Fig. 6 . Fresh regions are

vident near all major river mouths. There are large differences

etween the VSFEBM and VSFSPRD cases that exceed 1 PSU in

any areas near major rivers (the SSS difference even exceeds 7

SU near the Amazon River mouth) ( Fig. 7 ). VSFEBM and VSFROF

re fresher than VSFSPRD adjacent to river mouths because runoff

rom each river is focused at one point. Introducing river inputs

ver large spreading regions in VSFSPRD is one reason VSFEBM and

SFROF are saltier at most other points offshore of major rivers.

lso the offshore SSS is higher in VSFEBM and VSFROF because of

he direct effects of vertically distributing the river inputs over a

hicker layer (instead of immediately at the surface), and riverine

reshwater VSF differences due to the local (instead of global) ref-

rence salinity. SSS at river mouths are further increased in VS-

EBM due to the upwelling of saltier waters via estuary exchange

ow VSF convergence ( Eq. (21) ). Indirect effects arise from coastal

tratification and circulation changes as well as advection by ocean

urrents that transports salinity differences to remote areas (espe-

ially in the North Atlantic and Arctic) ( Tseng et al., 2016 ). 

Comparison between VSFEBM and VSFROF isolates the effects

f introducing estuary exchange. VSFEBM is saltier at river runoff

oints because of the vertical salt flux imposed by EBM. VSFEBM is

lso (approximately 0.1 PSU) saltier in many coastal regions. There

re, however, several regions where SSS is lower in VSFEBM; re-

ote freshening ( < 0.05 PSU) spreads into the North Atlantic that
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Fig. 6. (a) Sea surface salinity (SSS) of the VSFEBM case averaged over the last 30-year simulation period. The cyan lines show the global major rivers from the World Data 

Bank II. (b) SSS differences (VSFEBM – VSFSPRD) and (c) SSS differences (VSFEBM – VSFROF) over the same period. 
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is linked to the St. Lawrence and the Amazon. The freshening rel-

ative to VSFROF is counterintuitive and is linked to secondary ef-

fects resulting from modifications to stratification, ocean currents,

and the local reference salinities (that evolve differently in the

two cases) used in the riverine freshwater VSF calculation. Simi-

lar freshening occurs for the Changjiang, Bay of Bengal, and Kara

Sea ( Fig. 6 ). Overall, the CESM case comparison indicates signifi-

cant local, regional, and even global sensitivity to including estuar-

ine dynamics. 

The Columbia and Amazon Rivers provide examples of model

sensitivity to the treatment of river inputs. The SSS is freshest
lose to the coast near both rivers ( Fig. 7 ). As mentioned, VSFEBM

s fresher than VSFSPRD and saltier than VSFROF at the focused

unoff points. For the Columbia, these same differences extend

long the coast. Farther away from the coast, VSFEBM is saltier

han VSFSPRD for both river regions due to the horizontal spread-

ng of runoff in VSFSPRD and other factors mentioned above. The

ifferences between VSFEBM and VSFROF in the Columbia show

he anticipated higher SSS originating from the exchange flow VSF

onvergence imposed by estuary circulation. Near the Amazon, VS-

EBM has lower salinities than VSFROF due to the secondary ef-

ects described above; the influence of the Amazon contributes
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Fig. 7. SSS in the VSFEBM case around the (a) Columbia and (d) Amazon River mouths. SSS differences (VSFEBM – VSFSPRD) around the (b) Columbia and (e) Amazon River 

mouths. SSS differences (VSFEBM – VSFROF) around the (c) Columbia and (f) Amazon River mouths. 
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o differences throughout the North Atlantic. Salinity stratification

ear the river mouth changes among cases ( Fig. 8 ). VSFEBM is less

tratified than VSFROF and removes the problematic near-bottom

alinity overshoot ( > 45 PSU) near the Amazon and other large

ivers that otherwise occurs for focused river inputs. The salinity

vershooting is also found by Tseng et al. (2016) in the sensitivity

ests of the riverine freshwater input approaches. In this previous

tudy, the salinity over- and under-shooting occur at river mouths

ith large runoff and intensify as the horizontal spreading area for

iverine freshwater inputs is decreased. The estuary exchange flow

mposed by the EBM avoids large salinity numerical artifacts with-

ut having to impose arbitrarily large horizontal spreading regions

s in VSFSPRD. 

The modeled salinity profiles are further compared with salinity

limatology from high resolution (0.25-degree) World Ocean Atlas

013 (WOA) ( Zweng, et al., 2013 ); the nearest-neighbor point to

he corresponding POP grid cell are used. The spatial filtering in

OA ( Zweng, et al., 2013 ) tends to create a positive salinity bias

n the coastal ocean, especially in the regions close to the river-

ne freshwater sources, because typically higher offshore salinities

ontribute to the filtered coastal salinity values. The native World

cean Database 2013 (WOD) salinities also are averaged within

ach POP T-grid cell to avoid the influence of spatial filtering. The

odel vertical salinity profiles at Columbia River mouth are plot-

ed against corresponding WOA and WOD profiles ( Fig. 8 a). None

f model results agree with climatologies through the entire water
olumn, but VSFSPRD surface salinities are closer to the spatially

ltered WOA and the other cases are closer to WOD. There are no

OD data available for the Amazon River mouth T-grid cell and

he WOA has a surface salinity (at z = 0) without any subsurface

ata; therefore no profile comparison can be made. 

The sensitivity analysis in this paper has focused on long-term

ean salinity fields, but seasonal cycles also are important. The

easonal SSS cycle (represented as monthly averages over the 30-

ear analysis period) at Columbia, Amazon, Brahmaputra and St.

awrence river mouths are plotted for the three CESM testing

uns ( Fig. 9 ). For all four rivers, there are clear seasonal cycles

hat vary among the runs. The VSFSPRD case has higher salini-

ies because the river inputs are spread over large areas (as previ-

usly described) and a seasonal cycle that can be larger (e.g. Ama-

on), smaller (e.g. Columbia and Brahmaputra), or similar (e.g. St.

awrence) to the other cases. It is counterintuitive that the Amazon

ycle is largest in the VSFSPRD case, but the contributing factors

nclude no vertical spreading of the strong river runoff, changes

elated to the reference salinity for VSF calculation, and interac-

ions with the ambient ocean currents. In all four rivers, the VS-

EBM case has higher SSS than the VSFROF case due to the vertical

alt flux imposed by estuarine exchange flows (as previously de-

cribed), but the seasonal cycles are quite similar. The Brahmapu-

ra River is discharged into the Bay of Bengal where the SSS varies

trongly with monsoon seasonal wind. High-resolution ROMS re-

ults in Jana et al. (2015) show that SSS varies from lower than 24
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Fig. 8. Vertical salinity profiles at the (a) Columbia River mouth (123.96 o W , 46.76 o N ) and (b) Amazon River mouth (49.56 o W , 0.13 o N ) in POP2 for the VSFSPRD (circles), 

VSFEBM (squares), and VSFROF (diamonds) cases. The black triangles show the annual mean climatology data. The downward triangles are from the nearest WOA13 0.25- 

degree salinity to the POP2 T-grid, and the upward triangles are the POP2 T-grid cell averaged native WOD13 salinity. No WOA13 or WOD13 data are available at the Amazon 

mouth location. 

Fig. 9. 30-year averaged surface salinity seasonal cycle at (a) Columbia (123.96 o W, 46.76 o N), (b) Amazon (49.56 o W, 0.13 o N), (c) Brahmaputra (89.84 o E, 21.58 o N), and (d) St. 

Lawrence (67.11 o W, 49.41 o N) River mouths in POP2. The black triangles show the annual mean climatology data. Coincident WOA13 and WOD13 salinities are shown with 

black downward and upward triangles, respectively (as in Fig. 8 ). 
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SU during the Indian summer monsoon season to 31 PSU dur-

ng the winter monsoon period on northern Bay of Bengal. The

SFEBM SSS vary between 23 PSU and 30.2 PSU and are closest

o the ROMS results for the area. The regional model of Rahaman

t al. (2014) suggests the SSS varies in North Bay of Bengal be-

ween 29 to 32 PSU, while the VSFEBM results shows smaller and

altier auunal SSS change between 32 and 33 PSU. 

The modeled annual SSS cycles at the four river mouths dis-

ussed above are also compared with WOA and WOD climatologies

n the single T-grid cell ( Fig. 9 ). For the Columbia, the SSS cycle

or VSFSPRD is closer to WOA then other two cases, but all cases

ave much smaller SSS cycle amplitude than WOD (with a differ-

nt timing). There are no WOD data available within the T-cell ad-

acent to the Amazon mouth, and the nearest WOA grid does not

ave subsurface salinity to make fair comparisons with POP SSS at

 m. At the Brahmaputra River mouth, VSFSPRD is closest to WOA

hough the WOA amplitude is somewhat larger. The other runs are

loser to the large salinity range indicated by WOD with its spiky

scillation of SSS during February to May and low salinity in Octo-

er. At St. Lawrence River lower estuarine mouth, all runs are con-

iderably fresher than the WOA and WOD salinities (VSFSPRD has

he smallest different and VSFROF has the largest difference). It is

orth noting that some of the SSS mismatch can be attributed to a

ismatch between model runoff location and the natural riverine

reshwater distribution (e.g. Saucier et al., 2003 ). Overall, the com-

arisons among model results and climatology are not conclusive.

here is a tendency for VSFSPRD and WOA to be closer to each

ther, but this is likely because the spreading of river inputs in

he model and the spatial filtering radius in WOA both smooth the

harpness of the riverine freshwater fronts near the river mouths

nd increase coastal salinities. VSFROF and VSFEBM have the ca-

acity to include the lower salinities and larger annual cycles indi-

ated by WOD, but it is hard to distinguish which run is better by

hese comparisons alone. It is also worth noting that differences

etween the WOA and WOD are at least as large as the differ-

nces among model runs. This suggests a need for an improved

lobal climatology that pays particular attention to coastal salini-

ies. Though the model-climatology comparisons are inconclusive,

he VSFEBM configuration includes estuarine processes and there-

ore more of the physics governing river inputs to the ocean. 

. Discussion 

Adding the estuarine exchange flows in POP2 also has impacts

n the climate process beyond the costal oceans. It is shown that

SS decreases in North Atlantic and increases in the Pacific, In-

ian, South Atlantic, and Southern Oceans, although the change

s smaller than in coastal regions ( Fig. 6 c). Ongoing testing (not

hown here) suggests that including the EBM in the fully-coupled

ESM may reduce ice formation in the Labrador Sea and can al-

er the Indian Ocean Dipole. In the current study, the EBM is only

pplied to salinity, but it will be useful to extend the approach

o temperature and biogeochemical tracers in the future. Including

utrient upwelling by estuary exchange flow, for instance, likely

ill have significant impacts on primary productivity in global cli-

ate models in some coastal regions and perhaps farther offshore.

t would be best to also include parameterizations that represent

he nonconservative biogeochemical transformations within estu- 

ries. 

The EBM is designed for the specific needs of the coarse hor-

zontal resolution climate ocean models with computational con-

traints. The EBM is physically-based and represents many of the

ssential estuarine processes. As mentioned in the introduction,

erzfeld (2015) developed a method that continuously adjusts to

he landward propagation of an oceanic salt wedge into the estu-

ry and then enforces zero net salt flux through the mouth and
 net volume flux equaling river discharge. This solution does in-

rease the salinity of the upper-layer flow from the estuary to the

cean, however it typically will have weaker exchange, be more

tratified, and have a fresher upper-layer than the EBM solution

ince it does not include estuarine tidal mixing, a critically im-

ortant factor in driving estuary exchange. It is worth mention-

ng that MacCready (2011) discusses an alternative approach to

alculate estuarine exchange flow by using isohaline coordinates

hat could be incorporated into ocean models. It is important to

ote that high-resolution hydrodynamic models of estuaries are

ble to better represent individual estuaries by including more

omplex geometries, flow-topography interactions (e.g. sills), wind-

orced circulation, and other non-steady dynamics. Consequently,

oupling hydrodynamic estuarine models within ESMs will pro-

ide a more complete representation of estuarine influences on the

lobal ocean. The computational burden, however, would be far

arger than the negligble calculation times for the EBM. In future

tudies, it will be worthwhile to compare results for the different

trategies of representing estuarine processes in ESMs. 

. Summary 

The Estuary Box Model (EBM) is a physically-based approach

o represent unresolved estuarine processes in global ocean mod-

ls such as POP2 within the CESM. Steady-state balances for water

olume, density (and salinity via the linear equation of state), and

ravitational potential energy are employed. It is assumed that the

stuary length (associated with the saltwater intrusion) is fully-

djusted to the river discharge and tidal mixing. Analytical solu-

ions for estuarine outflow salinity and volume fluxes are found

y considering river forcing and vertical and horizontal tidal mix-

ng that drive estuarine exchange and transform pure river water

o an outgoing mixture of freshwater and saltwater. The forcings

equired for the EBM are river discharge, inflowing seawater salin-

ty, and tidal amplitude (if horizontal diffusion via tidal pumping is

ncluded). Five parameters are required for each estuary: width, to-

al depth, lower layer thickness, and two adjustable dimensionless

ertical and horizontal mixing constants. 

The forcing data collected from observations and ROMS simula-

ion are used to perform offline tests of EBM in the Columbia River

stuary. The geometries of EBM box structures are calculated basic

n the GEBCO and Google Earth measurements. And the mixing

arameters are optimized with MATLAB intrinsic function. EBM re-

ults successfully represent seasonal outflow salinity variations as-

ociated with river discharge variability and outflow volume fluxes.

he EBM is applied globally in POP2 for a CESM (sea-ice-ocean-

nly) run and compared to an otherwise identical case without es-

uary processes and a case with settings typical of prior studies.

omparisons indicate strong sensitivity to the treatment of rivers

n CESM; there are significant local, regional, and remote effects.

he EBM now is included as an option in CESM version 2. A future

aper will compare CESM to an appropriate observational coastal

limatology and explore dynamical changes introduced by rivers. 
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Appendix 

The tidal pumping of salt through the mouth upper-layer (rep-

resented as a horizontally diffusive flux in subtidal analysis) is de-

rived in this section. Stommel and Farmer (1952) propose that the

estuarine outflow into the ocean has a jet-like form during ebb tide

and the inflow during flood is entrained from a semi-circular zone.

Thus, much of the water passing into the mouth is not the same as

the water that left the estuary during the preceding ebb. The net

effect over a tidal cycle is oceanic water near the estuarine mouth

is pumped into the estuary and some freshwater is ejected to the

coastal ocean ( Fig. A1 ). Tidal pumping drives a tidally-averaged salt

mass (and salinity) flux and PE flux into estuary; it acts as a hori-

zontal diffusive flux in the subtidal balances. MacCready (2004) pa-

rameterizes the horizontal diffusivity at mouth of the estuaries

based on the tidal pumping concept. The EBM development also is

parameterized by following this idea and the flood entrainment re-

gion is generalized to a semi-ellipse that accommodates both nar-

row mouths (previously considered) and wider mouths relative to

the tidal excursion ( Fig. A1 ). 

The tidal pumping derivation begins with specifying the jet-like

water mass lost during ebb: M ebb = ρUM 

WL t (H −h). The water mass

gained during flooding is: M flood = [ ρUM 

(WL t −A) + ρLM 

A](H −h),

where L t is the tidal excursion (specified below) and A is

the non-overlapping area between the ebb jet and flood in-

flow zone. For simplicity, it is assumed that the oceanic in-

flow water (from the non-overlapping part of the flood inflow)

has the same density as the water through the lower layer

mouth. Note that the tidal exchange volume WL t (H −h) is the

same for flood and ebb. The net mass change in one tidal cycle

is: �M = M flood −M ebb = a t ( ρLM 

−ρUM 

)WL t (H −h), with a t =A/(WL t ).

The coefficient a t is the ratio of the non-overlapping volume (of

oceanic water) to the total ebb/flood exchange volume. The tidal

excursion (L t ) is defined in terms of the tidal current ampli-

tude (u t ) of the linear sinusoidal tidal wave with tidal period T t 
( Eq. (A1) ); L t is the distance water moves out from the estuary on

ebb. 

L t = 

∫ T t 
2 

0 

u t sin ( ωt ) dt = 

T t 

π
u t (A1)

The average volume flux magnitude during either flood or ebb is

found by dividing the tidal exchange volume by half the tidal pe-

riod ( Eq. (A2) ). 

Q Ut = 2 

u t 

π
W ( H − h ) (A2)

Vertically and horizontally integrating the horizontal diffusion

term in the continuous PE balance ( Eq. 4 ), applying the no-

diffusive-flux conditions at the head and lower-layer at the
Fig. A1. Schematic representation of tidal pumping effects in EBM upper layer for estuari

tides. The yellow shade indicates the water released during ebbs and the blue shade sho

region). The ebb and flood regions have the same water volume. The parameters marked 

color in this figure legend, the reader is referred to the web version of this article.) 
outh, and representing the upper-layer horizontal density gra-

ient as a 0 ( ρLM 

−ρUM 

)/L t gives the horizontal diffusive mass flux

Eq. A3) . 
 0 

−L 

∫ H 

0 

∂ 

∂x 

[
K H 

∂ ( PE ) 

∂x 

]
dzdx = 

1 

2 

K HM 

ρLM 

− ρUM 

L t 
g 
(
H 

2 − h 

2 
)

= 

1 

2 

a 0 a t ( ρLM 

− ρUM 

) 
Q Ut 

2W 

g ( H + h ) (A3)

he parameter a 0 is introduced because of the approximation of

he horizontal density gradient at the estuary mouth. An analo-

ous substitution is made for the horizontal diffusive flux in the

E balance ( Eq. (7) and Eq. (13) ). For completeness, the horizontal

iffusivity is found in Eq. (A4) by assuming the horizontal diffusion

t the estuary mouth is due to net mass flux from tidal pumping

veraged over the entire tidal period. 

 HM 

= a 0 a t 
L 2 t 

T t 
= a 0 a t 

L t u t 

π
(A4)

MacCready (2007) finds that horizontal diffusivity is overesti-

ated by using Stommel and Farmer (1952) , so he gives a reduc-

ion factor by ε= 0.1. In the current development of the EBM, the

 0 is the corresponding free parameter. If the a 0 bigger than 1, it

s reveals that the horizontal density gradient at estuary mouth is

harper than ( ρLM 

−ρUM 

)/L t . The a t is the tidal pumping geomet-

ic ratio for flood zone, which can vary from a semi-ellipse to a

emicircle. The product of the semi-major (r 1 ) and semi-minor (r 2 )

xes of the semi-ellipse that equals the flood jet area is given by

q. (A5) . 

 1 r 2 = 

2W L t 

π
(A5)

The solutions for each radius are given by Eq. (A6) and Eq. (A7) .

 2 = 

{
L t W > πL t / 2 √ 

2W L t /π W ≤ πL t / 2 

(A6)

 1 = 

2W L t 

πr 2 
(A7)

The sector angle θ in all cases is defined in equation ( Eq. (A8) ),

here r s ( Eq. (A9) ) is the radius along sector angle θ ( Fig. (A1) ). 

= sin 

−1 
(

W 

2 r s 

)
(A8)

 s = 

√ 

L 2 
T 

− W 

2 

4r 2 
2 

(
L 2 t − r 2 

2 

)
(A9)

or the semi-elliptical (wide-mouth) case ( Fig. A1 b), the a t equa-

ion ( Eq. (A10) ) involves the semi-major axis r 2 ( Eq. (A6) ), the sec-

or angle θ ( Eq. (A8) ) and the ellipse radius along the sector angle

r s ) calculated with equation ( Eq. (A9) ): 

 t = 1 − 2F + 

W 

2 
r s · cos ( θ ) 

W L 
t 

es with (a) a narrow mouth and/or strong tides and (b) a wide mouth and/or weak 

ws the oceanic inflow water during floods (the green shade indicates the overlap 

with arrows are described in the appendix. (For interpretation of the references to 
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ith F = 

L t r 2 
2 

{
θ + tan 

−1 

[
( L t − r 2 ) · sin ( π − 2 θ ) 

( L t + r 2 ) + ( L t − r 2 ) · cos ( π − 2 θ ) 

]}
(A10) 

or cases where the mouth is relatively narrow and/or tides are

trong ( Fig. A1 a), the flood zone becomes semicircular (r 1 =r 2 =r S )

nd the surface area ratio a t is calculated by equation ( Eq. (A11) ).

 t = 1 −
2W L t 

π · θ + 

W 

2 

√ 

2W L t 
π · cos ( θ ) 

W L t 
(A11) 

f the overlap area is simplified as a rectangular, then the K HM 

so-

ution will be same as MacCready (2004) employed. 
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