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A B S T R A C T

The participation of the Taiwan Multi-scale Community Ocean Model (TIMCOM) in the Ocean Model
Intercomparison Project (OMIP) experiments is introduced here, as part of phase 6 of the Coupled Model
Intercomparison Project (CMIP6). Two ocean–sea ice model experiments are compared: (a) OMIP1, forced
by the Coordinated Ocean-Ice Reference Experiments Phase II data (1948–2009), and (b) OMIP2, forced by
JRA55-do data (1958–2018). The observed annual means and the interannual variability of physical states
are reasonably captured in both experiments, but improved mean temperatures and salinities are found
in OMIP2. The weaker winds and stronger freshwater discharge in the OMIP2 forcing contribute to some
simulated differences between OMIP1 and OMIP2. Many patterns and biases are similar to those found in
other modeling efforts, confirming the common systematic biases. However, a few unique features are found
in this study, including the recent increase of the Atlantic Meridional Overturning Circulation (AMOC) that
has been observed in the last decade and a generally higher Drake Passage transport. The enhanced AMOC
can be explained by the recent cooling event over the North Atlantic, which thermally increased the surface
density flux. The higher Drake Passage transport compared to observations is possibly linked to a stronger
bottom cell of meridional circulation and a smaller Antarctic sea-ice extent.
. Introduction

The ocean is an important component within the Earth system. The
arge water mass of the global ocean makes it a major reservoir for
eat and carbon storage. Ocean general circulation models (OGCMs)
ave greatly advanced in the last few decades; they can simulate long-
erm global ocean changes. This has improved our understanding of the
lobal ocean’s mean status and its related climate variability. OGCMs
lso make it possible to predict the future ocean state under assumed
uture scenarios (e.g., Hemer et al., 2013). Nevertheless, large inter-
odel spreads in simulation results exist across different time scales.

n the recent phase 6 of the Coupled Model Intercomparison Project
CMIP6) (Eyring et al., 2016), the Ocean Model Intercomparison Project
OMIP) was proposed to trace the systematic biases within the coupled
odel that might originate from the ocean–sea ice model (Griffies et al.,
016). The OMIP provides a standardized experimental protocol for
cean–sea ice simulations forced with common atmospheric datasets.

Two different atmospheric datasets are used in the OMIP protocol.
hase 1 of OMIP (OMIP1) is forced by the Coordinated Ocean-Ice Refer-
nce Experiments-II (CORE-II, Griffies et al., 2009) dataset (Large and
eager, 2009), which is mainly derived from the National Center for
nvironmental Prediction-National Center for Atmospheric Research

∗ Corresponding author at: Institute of Oceanography, National Taiwan University, Taiwan.
E-mail address: tsengyh@ntu.edu.tw (Y.-H. Tseng).

(NCEP–NCAR) atmospheric reanalysis (Kistler et al., 2001) and covers a
period of 62 years (1948–2009). The CORE-II framework has served as
a common platform for many comprehensive assessments of ocean–sea
ice models (e.g., Danabasoglu et al., 2014, 2016; Griffies et al., 2014;
Farneti et al., 2015; Tseng et al., 2016b). Recently, to update the forcing
dataset and improve the infrastructural design of experiments, Phase
2 of OMIP (OMIP2) was designed; in this phase, the ocean model is
forced by the JRA55-do dataset (Tsujino et al., 2018). This dataset is
based on the Japanese 55 year reanalysis (JRA-55) dataset (Kobayashi
et al., 2015), which covers a period from 1958–2018 and receives
incremental updates with time. Compared with CORE-II, the JRA55-
do forcing has an increased temporal frequency (from 6 to 3 h) and a
refined horizontal resolution (from 1.875 to 0.5625◦). It also has the
advantage of self-consistency compared to the previous CORE-II effort
because it incorporates various atmosphere fields and river runoff into
a single reanalysis dataset.

A recent comparison study compiled results from 11 international
modeling groups involved in the OMIP1 and OMIP2 experiments (Tsu-
jino et al., 2020). Some improvements resulting from the use of the
OMIP2 forcing data have been clearly identified, such as the reduction
in warm biases off the eastern coast of the Pacific Ocean and better
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sea surface temperature (SST) changes (e.g., warming hiatus pattern
after 2000). However, there are also common biases across each in-
dividual model when they are compared to observations, suggesting
systematic errors within the model representations or unresolved key
dynamical processes. The reduction of the biases of the multi-model
mean represents a current ocean modeling challenge; these biases may
be caused by the limitations of the horizontal resolution (e.g., poorly
resolved coastal upwelling, eddy-rich regions, and narrow straits) and
in other cases by errors in the atmospheric forcing. Some key im-
provements have been shown by the high-horizontal-resolution (∼ 0.1◦)

odels (Chassignet et al., 2020); however, the inconsistency of the
mprovements across different model families suggests that resolution
efinement does not necessarily improve the biases in all regions for
ll high-resolution models. The sources of model biases across different
odel configurations have not yet been explored. Recently, based on a

ingle model framework (CAS-LICOM), Li et al. (2020) suggested that
finer eddy-resolving resolution can greatly enhance the robustness

f large-scale SST patterns (Lin et al., 2020; Dong et al., 2021). They
ound that this enhancement occurs due to the improved eddy transfer
rocess; however, systematic biases persisted in sea surface salinity
SSS), possibly due to biases in the surface water flux. These findings
llow us to further assess the origin of coupled model biases, which may
r may not be dependent on the resolution, a computationally limited
actor.

Here, we present results from the newly revised Taiwan Multi-scale
ommunity Ocean Model (TIMCOM) to make a contribution to the
MIP protocol. Many of the model biases are comparable to other mod-
ling results described in Tsujino et al. (2020), while others are unique,
roviding possible insights for inter-model comparisons. A baseline
valuation of TIMCOM using OMIP1 and OMIP2 experiments is per-
ormed to assess the model quality. Systematic and model-dependent
rrors can be better clarified through this evaluation. We structure
his paper in the following way: Section 2 describes the model and
xperiment design; Section 3 presents our model validation for the
MIP1 and OMIP2 experiments; and Section 4 addresses the recent

ncrease of the Atlantic Meridional Overturning Circulation (AMOC)
tarting in 2010. Finally, a discussion and summary are provided in
ection 5.

. Model and experiments

.1. Model details

TIMCOM is an easy-to-use community ocean model that has been
sed in many regional and global applications (Tseng and Chien, 2011;
seng et al., 2012; Young et al., 2012; Tseng et al., 2016b). The
lobal ocean–sea ice coupled TIMCOM configuration is built within the
aiwan Earth System Model framework (Lee et al., 2020).

The ocean–sea ice global TIMCOM domain extends from 86◦S to
6◦N. A symmetric boundary condition is imposed at the northern
oundary rather than using the common displaced-pole grid approach
e.g., exchanging the lateral boundary condition between 90◦E and

90◦W). Therefore, the North Pole is treated as an infinitely small circle
that can freely exchange the northern boundary condition across the
pole. TIMCOM applies a fourth-order-accurate spatial discretization to
the combined Arakawa A- and C-grids. The grid resolution is 320 × 288.
A fixed 1.125◦ resolution is used zonally and a varying resolution is
used meridionally; it linearly varies from approximately 0.3◦ at the
equator to about 0.9◦ at high latitudes. The vertical grid is based on
a 𝑧-level coordinate. It is a linear-exponentially stretched grid of 55
levels with a thickness ranging from roughly 10 m at the top to 500 m
in the abyssal ocean.

The vertical mixing is based on the K-profile parameterization
(Large et al., 1994) with a critical Richardson number of 0.3, and it has
a latitudinally varying background internal wave diffusivity that is cal-

culated according to Danabasoglu et al. (2006). The Gent–McWilliams

2

(GM) parameterization (Gent and Mcwilliams, 1990), replacing the
horizontal diffusion of tracers with advective plus isopycnal diffusion,
resolves tracer mixing by mesoscale eddies on isopycnal surfaces in
coarse-resolution ocean models. This GM parameterization is included
in the latest global TIMCOM. Here, we set the maximum slopes for
the (Redi, 1982) isopycnal diffusion terms to 0.3. The background
diffusivity is based on the vertical location with respect to the diabatic,
transition, and adiabatic regions. In the surface diabatic layer, the
horizontal diffusivity coefficient is set to 3000 m2 s−1. The diffusivity
decreases with depth and vanishes at the seafloor. In addition, abyssal
tidal mixing parameterization is used to represent the deep vertical
mixing arising from the breaking of tidally-generated internal waves
over rough topography (St. Laurent and Garrett, 2002; Jayne, 2009).
The viscous and quadratic bottom drag is also included.

The model is integrated using a modified Robert–Asselin–Williams
filtered leapfrog scheme with a time step of 8 min (Williams, 2009;
Young et al., 2014). The small time step is mainly due to the required
Courant–Friedrichs–Lewy condition in the Arctic. Finally, for the sea
ice component, TIMCOM uses the Los Alamos sea ice model version
4 (CICE4; Hunke et al., 2008), which is fully thermodynamical and
operates on the same horizontal grid as the ocean with a time step of
1 h.

2.2. OMIP experiments

As part of our participation in the CMIP6-OMIP, to assess the quality
of our global ocean sea-ice coupled model, we conduct two experiments
following the OMIP1 and OMIP2 protocols; see Tsujino et al. (2020)
for more interannual forcing details. OMIP1 is integrated from 1948–
2009 (62 years) based on CORE-II forcing (Large and Yeager, 2009),
while OMIP2 is integrated from 1958–2018 (61 years) based on JRA55-
do forcing (Tsujino et al., 2018). Both experiments have been run for
six cycles. The temperature and salinity are initialized from the Polar
Science Center Hydrographic Climatology version 2 (PHC2) observa-
tions (Steele et al., 2001). The sea-surface salinity in both experiments
is restored to the monthly PHC2, with a salinity restoring time of 90
days for 10 m to ensure a fair comparison between OMIP1 and OMIP2.

Common observations are used for model validation. Annual means
of the SST and Sea Ice Concentration (SIC) are acquired from HadISST
(Hadley Centre Sea Ice and Sea Surface Temperature dataset;
https://www.metoffice.gov.uk/hadobs/hadisst/) (Rayner et al., 2003).
The observed sea surface height (SSH) is taken from AVISO (Archiv-
ing, Validation and Interpretation of Satellite Oceanographic Data;
http://www.aviso.altimetry.fr/). The annual mean ocean temperature
and salinity based on the World Ocean Atlas 13 (WOA13) (Locarnini
et al., 2013; Zweng et al., 2013) are used for further comparison. The
observed vertical profiles of the time-averaged AMOC at 26.5 ◦N are
taken from the data of RAPID (Rapid Climate Change) program (Smeed
et al., 2018).

3. General features

3.1. Global mean time series

The global annual mean temperature and salinity at the surface
(SST, SSS) and for the whole ocean volume (mean T, mean S) over
the completed six cycles are shown in Fig. 1 to evaluate the impacts
of model spin-up. There are 372 and 366 years of data for the OMIP1
(1948–2009) and OMIP2 (1958–2018) experiments, respectively. The
cyclic features and interannual variation are relatively clear in the
global mean SST and SSS, which periodically repeat throughout each
cycle, ranging roughly from 18.0–18.4 ◦C and 34.6–34.7 psu, respec-
tively. The global mean SST and SSS during the last cycle are 18.4 ◦C
and 34.7 psu, respectively. The global volume-averaged ocean tem-

perature (mean T) and salinity (mean S) become relatively stationary

https://www.metoffice.gov.uk/hadobs/hadisst/
http://www.aviso.altimetry.fr/
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Fig. 1. Time series of global annual mean of (a) SST, (b) volume-averaged temperature, (c) SSS, and (d) volume-averaged salinity for OMIP1 (red) and OMIP2 (blue) experiments
ver six cycles.
Fig. 2. Time series of drifted horizontal mean (a) OMIP1 temperature (◦C), (b) OMIP1 salinity (psu), (c) OMIP2 temperature (◦C), and (d) OMIP2 salinity (psu) as a function of
epth (km) and time (years). The drift is defined as the deviation from the global annual mean of the initial year.
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fter the fourth cycle, suggesting that the model has reached a quasi-
quilibrium state. Over all six cycles, the global SST and SSS show
lightly increasing trends of 0.03 ◦C per century and 0.01 psu per
entury, respectively, while the volume-averaged mean 𝑇 and S are
elatively stable, especially after the fourth cycle.

Fig. 2 presents the drifts of the globally averaged horizontal tem-
erature and salinity in terms of the deviation from the initial year.
ur model shows an increasing temperature drift with time for the
hole water column, with the largest drift near the upper 500 m. In
ddition to the upper ocean warming drift, the other strong warming
rend occurs at a water depth of around 2 km. This is consistent with the
nter-model comparison study of Tsujino et al. (2020) (see Figs. 2 and 3
n their paper). All models agree on the increasing temperature drift in
he upper ocean, but the models disagree at deep to bottom sub-surface
epths. A large spread with a decreasing multi-model mean exists in
he deep ocean. The drifts in our OMIP1 and OMIP2 experiments show

very similar trend, with more evident changes after the fifth cycle
Fig. 2a, c), suggesting very similar model drift characteristics with
ifferent atmospheric forcing responses after long-term integration.
 t

3

In terms of the salinity (Fig. 2b, d), the upper ocean saltening
nd deep ocean freshening appear in both the OMIP1 and OMIP2
xperiments with similar behaviors. This feature is consistent with the
ulti-model mean in Tsujino et al. (2020). The drifted changes of

emperature and salinity in deep water (1000 to 4000 m) reflect the
ontrol of long-term thermohaline adjustment, which requires a much
onger integration time to reach a quasi-steady state.

Fig. 3a shows the time series of the global annual mean SST for the
ast cycle in the OMIP1 (red) and OMIP2 (blue) experiments. Both time
eries show similar variations from the observations (black), capturing
few El Niño/La Niña events (e.g., 1968, 1983, 1997, 1998, 2016). At

he same time, a slowly increasing trend in the mean SST can be found
n both experiments, which is consistent with the observations.

As a result of the temperature increase, a decline in Arctic sea-ice
overage (SIC) is also evident in both experiments and the observations
Fig. 3b), while Antarctic sea-ice coverage shows a relatively steady
tate until 2014 (Fig. 3c). Note that in both the Arctic and Antarctic,
ur simulated results slightly underestimated the SIC compared to
he observational mean, but the interannual variability looks similar
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Fig. 3. Time series of global annual mean (a) SST, (b) Arctic SIC, (c) Antarctic SIC, and (d) AMOC transport at 26.5 ◦N for the last cycle in the OMIP1 (red) and OMIP2 (blue)
experiments. The observations (black) from HadISST and RAPID are superimposed for comparison.
(significant at a 99% confidence level). Particularly, the time series
correlation between the Arctic SIC in OMIP2 and the observations is
higher than 0.9. This similarity suggests that the interannual variability
of Arctic and Antarctic SIC is mostly controlled by the surface forcing.
Overall, both the OMIP-1 and OMIP-2 experiments capture most of the
observed temporal features.

We also use the AMOC at 26.5 ◦N as an interannual indicator of
the AMOC strength. Fig. 3d compares the simulated AMOC transport
in both the OMIP1 and OMIP2 experiments. Particularly, the AMOC
transport time series in OMIP2 agrees reasonably well with the obser-
vations since 2004, which is when observational data is available. We
successfully reproduce the increasing AMOC trend observed in recent
years, as shown by the RAPID observations. However, Tsujino et al.
(2020) found that all of the participating models except FSU-HYCOM
showed a declining AMOC trend in recent years, raising discussions
and concerns about possible issues with OMIP2 forcing in the North
Atlantic. Fig. 4 suggests that the increased AMOC after 2010 is a
robust feature within our OMIP2 experiments regardless of cycles.
The uniqueness of this result compared to the majority of the other
models may possibly provide helpful information concerning the multi-
model diversity addressed in Tsujino et al. (2020) (further discussed in
Section 4).

3.2. Spatial patterns

Fig. 5 compares the spatial patterns of the SST biases with the
WOA13 climatology (Boyer et al., 2014). The last 30 years (1980–2009)
of OMIP1 are used for a fair comparison. Both the OMIP1 and OMIP2
experiments can reasonably reproduce the general observational pat-
tern. The global root-mean-square error (RMSE) biases of the SST are
0.79 ◦C and 0.71 ◦C in OMIP1 and OMIP2, respectively. Common SST
biases across the OMIP1 and OMIP2 experiments show patterns similar
to those suggested in many climate models (Dong et al., 2021; Golaz
et al., 2019; Held et al., 2019); there tend to be cold biases in the Arctic
Ocean, and there are generally warmer biases in the Southern Ocean.
Warmer biases are located in many coastal upwelling regions, while
slightly colder biases are found in the subtropical open ocean. Large
biases in the western boundary currents, the Antarctic Circumpolar
Current and Agulhas Current, are common in global models (Tsujino
4

et al., 2020), likely due to the limitations of the horizontal resolution.
Chassignet et al. (2020) showed improvements in these eddy-rich re-
gions in higher-resolution ocean models. By comparison, our RMSE
is reduced from 0.79 in OMIP1 to 0.71 in OMIP2, similar to the
results of Tsujino et al. (2020), who found that OMIP2 shows reduced
warm biases near the eastern boundary region of the Pacific Ocean.
These conclusions also apply when the PHC2 climatology is used for
comparison (Fig. 6).

As for the SSS, the RMSE of the biases is 0.43 in both experiments.
There is a mixture of slightly fresher and saltier biases located at high
latitudes, while some saltier biases are found in the tropical regions
near the coast. These large-scale bias patterns are generally similar,
except in the Arctic, regardless of the observational data used (Fig. 6).
However, all simulated salinities are closer to PHC2 than WOA13, as
expected, given that our model is weakly restored to the PHC2 data.
Better RMSEs (0.31/0.30 for OMIP1/OMIP2) can be found for the
PHC2 climatology, particularly in the high latitudes and certain coastal
regions with large river runoffs. We note that the salinity fields of
WOA13 and PHC2 differ significantly in the Arctic and many coastal
regions (e.g., contours in Figs. 1 and 2 of Tseng et al., 2016a). The
lowest salinity in PHC2, at the Amazon River mouth, is below 20 psu,
while the lowest salinity in WOA13 is above 32 psu, see Table 2
in Tseng et al. (2016a). More coastal grid points are excluded in WOA13
than in PHC2, possibly due to its quality control procedures. PHC2 is
also much saltier in the Arctic, as shown in Fig. 7 of Tsujino et al.
(2020). The differences between different climatologies are beyond the
scope of this study but must be considered in model comparison and
validation procedures.

Furthermore, our results show a spatial difference between OMIP2
and OMIP1 similar to that described in Lin et al. (2020) and Tsujino
et al. (2020), with OMIP2 having higher and lower salinities in the
southern and northern hemispheres, respectively. OMIP2 also has a
lower salinity in the Arctic near Greenland, which reduces the salty bias
in OMIP1. In the Antarctic, the lower salinity in OMIP2 exacerbates its
bias. We note that our OMIP1 and OMIP2 experiments are both restored
to PHC2 (Steele et al., 2001), so the differences between them are not
as obvious as those mentioned in Tsujino et al. (2020), where some
OMIP2 experiments are restored to WOA13.
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Fig. 4. AMOC transport at 26.5 ◦N in the 3rd, 4th, and 5th cycles of the OMIP2 simulation (units: Sv).
Fig. 5. Spatial pattern of (a) OMIP1 SST biases (◦C), (b) OMIP2 SST biases (◦C), in terms of the deviation from the WOA13 climatology. The last 30 years (1980–2009) of OMIP1
re used for a fair comparison. (c) The difference between OMIP1 and OMIP2 SST biases.
Fig. 6. Spatial pattern of (a) OMIP1 SSS biases (psu), (b) OMIP2 SSS biases (psu), in terms of the deviation from the WOA13 climatology. The last 30 years (1980–2009) of OMIP1
re used for a fair comparison. (c) The difference between OMIP2 and OMIP1 SSS biases. (d) OMIP1 SSS biases (psu), and (e) OMIP2 SSS biases (psu) but the model outputs are
ompared to the PHC2 climatology.
a
w
s
t

The observed and simulated mean mixed layer depths (MLDs),
hich determine the ocean interior ventilation, are compared in Fig. 7.
e show that the model successfully captures the main spatial features

f deep MLDs in the Northern Atlantic and Southern Ocean shown by
he observations (the spatial pattern correlations with the observations
 o

5

re 0.58 and 0.53 for OMIP1 and OMIP2, respectively). However,
e can see slightly deeper MLD biases in the subtropical oceans and

hallower MLD biases primarily in the subarctic Pacific. Additionally,
he very deep MLDs located in the Weddell Sea are not found in the
bservations. These findings are similar to some of the model results
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Fig. 7. Spatial pattern of the annual mean (a) OMIP1 MLDs (m) and (b) OMIP2 MLDs (m). (c) Observed MLD from dataset compiled by de Boyer Montégut et al. (2004). (d) The
difference between OMIP2 and OMIP1 MLDs. Here, the MLD is defined as the deepest grid within 0.03 kg m−3 of density change from the topmost grid criteria. The last 30 years
1980–2009) of OMIP1 are used for the comparison.
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b
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(

n Tsujino et al. (2020), which suggest a large model spread in the
egions of deep water formation. Compared with OMIP1, OMIP2 gen-
rally produces similar MLD results, but it shows shallower MLDs near
reenland. This may be caused by the larger freshwater discharge in

he JRA55-do data. The other deeper MLDs in OMIP2 near the Weddell
ea region are possibly due to unreasonable deep water formation.

The observed and simulated mean sea-surface heights (SSHs), which
epresent the dynamical properties of the ocean, are compared in Fig. 8.
he model can reasonably capture the key features of observational
SHs, with significant pattern correlation coefficients of 0.98 and 0.97
or OMIP1 and OMIP2, respectively. This indicates a reasonable simu-
ation of upper ocean circulation. Higher SSHs are commonly located
ear the western boundaries in both the Atlantic and Pacific, while
ower SSHs are found mainly in the eastern regions, as expected. OMIP2
hows higher SSHs in most of the Pacific region but lower SSHs in the
estern Pacific in the regime of the North and South equatorial current

ompared to OMIP1 (Fig. 8d). As discussed in Tsujino et al. (2020)
nd Hsu et al. (2021), this may be likely due to the decreased wind
tress in OMIP2 and significant wind stress curl differences near the
ntertropical Convergence Zone (ITCZ). Sun et al. (2021) also suggested
he weakened wind stress in the OMIP2 forcing thus results in weaker
estward North and South Equatorial Currents. These results suggest

hat the differences shown here may not be easily explained by the wind
tress strength. We also find distinct SSH differences between OMIP2
nd OMIP1 along the Antarctic Circumpolar Current; these differences
re presumably related to the weaker winds in OMIP2. Higher SSHs
ear the Arctic in OMIP2 may be connected with the lower upper-ocean
alinity (discussed later), which produces less dense water.

The barotropic stream function, defined as the depth-integrated
cean volume transport, provides important information about the
ean current and gyre circulation. Fig. 9 shows the simulated

arotropic stream function, reflecting the position of the equatorial cur-
ent, basin subtropical gyres, and a distinct strong eastward transport
n the Antarctic Circumpolar Current. The spatial patterns are similar to
hose found in observations (Colin de Verdière and Ollitrault, 2016) and
ther models (Sidorenko et al., 2015; Stammer et al., 2018). Compared
ith OMIP1, OMIP2 shows a weaker eastward transport along Kuroshio
xtension and Gulf Stream and most notably the Antarctic Circumpolar
urrent, which are shown in blue (Fig. 9). These differences are highly
onsistent with the SSH difference caused by the weaker winds in
MIP2 (Fig. 8).
6

The transport in the Antarctic Circumpolar Current can be quan-
itatively assessed through the Drake Passage transport (Fig. 10), as
he Drake Passage is the major passage in the Southern Ocean. Both
he OMIP1 and OMIP2 Drake Passage transports are within or close
o the range of observational estimates (Donohue et al., 2016) with
slightly higher bias; they show an increasing trend in the Antarctic
ircumpolar Current after 1980, possibly related to ocean warming (Shi
t al., 2021). However, our estimated transports (ranging from 165 to
00 Sv) belong to the higher transport group compared to other model
tudies (Tsujino et al., 2020). This could be related to the higher density
f the simulated Antarctic Bottom Water along with a strong abyssal
verturning circulation cell (over 16 Sv) in the Global Meridional
verturning Circulation (GMOC), which will be further discussed later.

Finally, the sea-ice distribution is also very important for the ocean–
ea ice coupled simulations (Fig. 11). In the Northern Hemisphere, the
ea-ice extent in OMIP2 is very close to the observations in March, but
t is slightly underestimated by the model in September (Fig. 11a). In
he Southern Hemisphere, the simulation results show a smaller sea-ice
xtent compared to observations in both March and September. Our SIC
ifferences between OMIP2 and OMIP1 are consistent with those shown
n Tsujino et al. (2020). In the Northern Hemisphere, both OMIP1
nd OMIP2 reproduce similar SICs during March, while the Arctic SIC
n OMIP1 is further underestimated during September (Fig. 11b). In
he Southern Hemisphere, OMIP2 also has a larger sea-ice extent than
MIP1 in March; OMIP2 provides a sea-ice extent that is closer to the
bservations. However, OMIP2 generates a smaller sea-ice extent than
MIP1 in September, and due to the common smaller sea-ice extent
ias in our model, OMIP2 deviates slightly more from the observations,
s shown previously in Fig. 3.

.3. Zonal means

We further evaluate the zonal mean ocean temperature and salinity
iases of OMIP2 across each basin over the last 30 years of the OMIP1
xperiment in Fig. 12a, b. We divide the global ocean into three
asins: the Southern Ocean (86 ◦S–35 ◦S); the Indian Pacific Ocean
35 ◦S–65 ◦N); and the Arctic and Atlantic oceans (35 ◦S–90 ◦N).

Both temperature and salinity biases show similar patterns due to the
compensating effect of density. In the Southern Ocean, the zonal mean
temperature bias exhibits a quasi-cold (south) / warm (north) pattern,
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t

Fig. 8. This figure is the same as Fig. 7 except that it describes the SSH (m). The last 17 years (1993–2009) of OMIP1 are compared with the available AVISO observations.
Fig. 9. Spatial pattern of simulated barotropic stream function (units: Sv) in the (a)
OMIP1 and (b) OMIP2 experiments, and (c) the difference between OMIP2 and OMIP1.
The last 30 years (1980–2009) of OMIP1 are used in the comparison.

similar to the ensemble bias shown in Tsujino et al. (2020). In the
Indian-Pacific Basin, a similar pattern can be found: there is a warm and
salty bias in the upper ocean (from the surface to depths of 400 m in
he tropics and down to 1 km in the high latitudes), and a slightly cold
7

and fresh bias is located deeper in the ocean interior. The Arctic and
Atlantic oceans also show overall warm and salty biases in the upper
ocean, from the surface to approximately 3 km depth (most significantly
around 60 ◦N, which is near the region of deep water formation). Cold
and fresh biases are shown around 30 ◦N at 1 km depth and in the
deep to bottom ocean in the North Atlantic. This may be related to the
insufficient Mediterranean overflow water migrating downward to the
observed equilibrium depth in the North Atlantic (Dietrich et al., 2008).
Since no specific overflow parameterization (e.g., Danabasoglu et al.,
2012) is imposed here, except an artificial broadening of the narrow
Strait of Gibraltar (it is roughly 3 times wider in the simulation than
it is in reality), the representation of the density overflow current is
still unrealistic in terms of the downward propagation. The broaden-
ing attempts to ensure a reasonable Mediterranean outflow transport
(∼1 Sv), but the relatively coarse resolution (both horizontally and
vertically) still cannot fully resolve the downward penetration of the
density overflow current (Tseng and Dietrich, 2006), leading to the
saline (fresh) biases above (below) 0.8 km. Some of these patterns are
very similar to the biases shown in Tsujino et al. (2020), suggesting
that there are common biases due to the OMIP2 forcing and the lack
of proper parameterization.

Compared with OMIP1, OMIP2 produces colder and fresher water in
the higher latitudes and warmer and saltier water in the lower latitudes
of the Southern Ocean. In the Indian-Pacific, OMIP2 in particular
reduces the warm bias shown in OMIP1; it shows distinctively colder
temperatures in the upper ocean near the equator (Fig. 12c). Both
of these differences between OMIP2 and OMIP1 are similar to the
findings of Tsujino et al. (2020). A particular feature of TIMCOM is
the following notable difference. In the Atlantic, OMIP2 has colder and
fresher water than OMIP1 around 40–50 ◦N, but it also has warmer and
saltier water in the Arctic region. Both differences extend to the deep
ocean (∼4 km) and thus they may be related to slight differences in the
location for Atlantic Deep Water Formation, which likely leads to the
weaker meridional ocean circulation in OMIP2 (Fig. 13c).

The zonal-averaged salinity and its distribution across each basin
are also controlled by the meridional ocean circulation. Fig. 13a, b
shows the AMOC and GMOC. Both OMIP1 and OMIP2 can reasonably
reproduce the strong Atlantic northward transport around 35–40 ◦N
from the surface to a depth of 1 km, the North Atlantic Deep Water
between depths of 1 km and 2.5 km, and Antarctic Bottom Water at
depths below 2.5 km. The maximum AMOC transport at 26.5 ◦N from
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Fig. 10. Simulated Drake Passage transport (units: Sv, positive eastward) in OMIP1 (red) and OMIP2 (blue); the Drake Passage transport represents the strength of the Antarctic
Circumpolar Current. The observational estimate is 173.3 ± 10.7 Sv; it is based on Donohue et al. (2016).
Fig. 11. (a) Spatial pattern of March and September SIC (%) in OMIP2 over the last 30 years (1980–2009) of the OMIP1 experiment. Pink lines are contours of 15% ice
concentration (observations are superimposed as black contours). (b) Differences between the OMIP2 and OMIP1 experiments.
a
i
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2005–2009 in OMIP1 and OMIP2 is slightly less than the transport
according to the RAPID observations (Fig. 13e) when they are inte-
grated down to around 1 km depth (17–18 Sv). Moreover, as shown
earlier in Fig. 4, our OMIP2 successfully reproduces the increase of the
AMOC seen in the observations after 2010; thus, from 2010–2018, the
maximum AMOC closely matches the observational value. However, we
note that our simulated AMOC is largely restricted to the upper 3 km,

hich is shallower than the RAPID observations and past literature
stimates (McCarthy et al., 2015) of around 4 km. We also simulate
relatively strong deep to bottom cell (∼16 Sv) in the deep water

verturning circulation compared to other modeling results (Fig. 13b).
ompared with OMIP1, OMIP2 shows a weaker overturning circulation,

ncluding a counterclockwise cell in the Atlantic (Fig. 13c), and the
verturning circulation is also globally weaker in the Southern Ocean
nd Northern subtropical Cell (Fig. 13d). The weaker overturning circu-
ation can relate to the weaker wind stress in OMIP2. Our result shows

slightly stronger counterclockwise deep to bottom cell at depths
elow 3 km in OMIP2, which is also similar with the findings of other
odel results in Tsujino et al. (2020), suggesting a stronger deep water

ormation and possibly explaining the cooling in the bottom water in
ig. 2c.

Closely linked with the overturning circulation, the zonally aver-
ged Atlantic and global heat transports for the period from 1958–2004
8

re assessed in Fig. 14. The Atlantic northward heat transport reaches
ts maximum between 20 and 30 ◦N, while the global heat transport
hows a maximum northward transport around 20 ◦N and a maximum

southward transport around 10 ◦S. Similar to other results in Tsu-
jino et al. (2020), the northward transport is slightly lower than the
transport according to the observations, but it is very close to the
recently reported value of the peak heat transport in the North Atlantic
of 1.0 ±0.1 PW. Compared with OMIP1, OMIP2 shows slightly lower
heat transports for the Atlantic and globally, presumably caused by
the weaker meridional overturning circulation (both in the AMOC
and GMOC, as shown earlier) and also the lower wind speed in
OMIP2 (Taboada et al., 2019).

4. Recent increase of AMOC starting in 2010

Although many studies have associated a decline in the AMOC with
temperature warming since the 1980s and projected a possible decrease
until the end of the century (Weijer et al., 2020), our model shows a
recent recovery and increase of the AMOC starting in 2010 that is also
present in observations (Moat et al., 2020). Nevertheless, this feature
has not been captured in many other OMIP2 experiments (Tsujino et al.,

2020); some studies express concerns that the bias may come from
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Fig. 12. Latitude–depth plot of the zonal mean (a) ocean temperature bias (◦C) and (b) salinity bias (psu) in the Southern Ocean, Indo-Pacific Ocean, and Atlantic–Arctic Ocean
basins for OMIP2 over the last 30 years of the OMIP1 experiment. Observations are from WOA13v2.

Fig. 13. Simulated mean (a) AMOC and (b) GMOC over the last thirty years (1980–2009) of the OMIP1 experiment (units: Sv). (c, d) Differences in AMOC and GMOC between
OMIP2 and the corresponding OMIP1 experiments (a, b). (e) Vertical profiles of the time-averaged circulation at 26.5 ◦N (2005–2009) for OMIP1 (red), OMIP2 (blue), and
observations from RAPID (black), as well as for averaged OMIP2 data (blue dashed line) and RAPID observations (black dashed line) (2010–2018).

9
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Fig. 14. Simulated mean (a) Atlantic northward heat transport and (b) global northward heat transport from 1958–2004 (units: PW = 1015 W m−2) for OMIP1 (red) and OMIP2
(blue), respectively. Observations (black) (Zheng and Giese, 2009) averaged within the same time range are superimposed.
the JRA55-do dataset (Tsujino et al., 2018). We thus further explore
potential mechanisms in our model that drive the recent increase of
the AMOC that seen in the observations.

The AMOC variability is directly controlled by the density anomalies
in the North Atlantic where deep water forms (Danabasoglu et al.,
2012), and the recent increase of the AMOC has been shown to follow
a rise in the density flux driven by fast cooling, enhancing the water
mass transformation (Desbruyères et al., 2019). We estimate the surface
density flux in our simulation based on Marsh (2000) using Eq. (1)
below; it combines the net effects of the heat flux and freshwater
change on the density (Schmitt et al., 1989).

𝐷 =
𝛼(𝑇 , 𝑆)
𝐶𝑝

𝑄 + 𝜌0𝛽(𝑇 , 𝑆)
𝑆

(1 − 𝑆)
(𝐸 − 𝑃 ). (1)

The first term represents the density changes due to the net heat flux
(𝑄, positive is upward, units: W m−2), and 𝛼 is the thermal expansion
coefficient. The second term represents the changes due to evaporation
and precipitation (𝐸 − 𝑃 , units: kg m−2 s−1), and 𝛽 is the haline
contraction coefficient (Marsh, 2000) calculated from 𝑇 (◦C) and 𝑆
(psu) according to the equation of state (Friedrich and Levitus, 1972).
𝐶𝑝 is the specific heat of seawater (4000 J kg−1 K−1), and 𝜌0 is the
reference density for seawater (1025 kg m−3).

Fig. 15 further shows that the time series of the surface density
flux over the North Atlantic (45–65 ◦N) in our simulation resembles
the modeled AMOC variability over the last few decades. Particularly,
we can find a similar recovery and increasing trend in the twenty-first
century. The peak of the surface density flux in the 1990s seems to
lead (or roughly match) the peak of the AMOC a few years earlier. Our
results confirm the findings of Desbruyères et al. (2019), who showed
that the surface density change may be a leading and driving predictor
of AMOC variability. The variability of the surface density flux is mainly
driven thermally by changes in the surface heat flux (represented by
the green line in Fig. 15). Thus, we conclude that the recent increase
of the AMOC is likely controlled by surface cooling in the high latitudes
of the North Atlantic that is possibly associated with the extreme low-
air-temperature events over the North Atlantic caused by atmospheric
variability (Josey et al., 2018). As surface water cools faster, density
fluxes increase and then sink, potentially strengthening the AMOC.

We also found that the vertical mixing coefficient for salinity (VDC),
particularly the top 0–30 m for the latitude higher than 45 ◦N, may be a
critical key to successfully simulate the recent thermally driven AMOC
increase. A sensitivity experiment with a 10 times larger VDC for the
top 0–30 m salinity significantly reduces the increasing trend (Fig. 16).
Both experiments (low VDC and high VDC) are initialized from the
same initial condition at the end of 2013 and run for 5 years (2014–
2018). The low VDC simulation shows an increase of AMOC, while the
10
high VDC simulation shows a non-trivial trend of AMOC, resembling to
the common results from the OMIP2 ocean model comparison (Tsujino
et al., 2020).

As shown in Fig. 16b, the smaller turbulent eddy diffusivity in the
salinity (low VDC) lowers the vertical mixing of arctic freshwater near
the surface, leading to a salinity maximum around 40 m depth (red
dashed line on Fig. 16d) which may separate the subsurface water from
the surface. The temperature profiles are compensated accordingly
owing to the salinity changes (Fig. 16c, d). Thus, in the low VDC
simulation, the density near the level of salinity maximum is higher
with lower density can be found above (red solid line on Fig. 16e).
As a result, stronger stratification are formed between surface and
subsurface layers (Fig. 16e). The stronger stratification in the upper
ocean can react with more sensitivity to temperature variability in the
atmosphere by keeping the anomaly signals within the stratified upper
ocean, and thus allowing the cold event in the recent five years to
create the stronger density flux, reproducing the observational AMOC
increase.

Our analysis provides mechanistic insights to community and also
presents a possible model design reference for other ocean models
to follow in addressing the recent AMOC bias in OMIP2 experiments
next. Here, we find the near surface vertical mixing for salinity in the
Arctic and north of 45◦N in the North Atlantic seems to effectively
determine the AMOC intensity at some critical levels while the AMOC
strength is not so sensitive to the change of VDC in the temperature and
deeper ocean. Further study is required in the future to investigate the
fundamental mechanism, which may relate to the sea ice distribution
and MLD biases north of 45◦N. We also want to note that all models
have different levels of surface restoring, which may complicate the
vertical mixing adjustment related to the recent AMOC change.

5. Discussion and summary

This study presents the design and a detailed description of TIM-
COM for CMIP6 participation, as well as the evaluation of the model’s
performance in the OMIP1/OMIP2 experiments. The general features
compare well with observations temporally and spatially. Some model
biases are similar to those described for many other models in Tsujino
et al. (2020), including the temperature and salinity biases in the eddy-
rich western boundary currents and Southern Ocean, and the deep MLD
bias in the Weddell Sea. Particularly, many differences across spatial
and zonal average fields between OMIP2 and OMIP1 can be primarily
attributed to the weaker tropical/subtropical winds and fresher salinity
in the Arctic caused by the OMIP2 forcing.
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Fig. 15. (a) AMOC transport at 26.5 ◦N in the last cycle of the OMIP2 experiment (blue) and RAPID observations (black) (units: Sv). The 5 year running mean of the annual
mean density flux over the North Atlantic (45–65 ◦N) is superimposed (red). The total density flux is separated into thermal (green) and haline (yellow) components.

Fig. 16. (a) Comparison of AMOC transport at 26.5 ◦N between high (blue) and low eddy viscosity (red) of salinity at the surface ocean in the last five years of OMIP2 experiment
and RAPID observations (black) (units: Sv). (b) The 5 year mean difference of temperature (shading), salinity (contour), and (c) density between high vdc and low vdc cases. The
temperature, salinity, and density profile of the North Atlantic region highlighted by the red box is shown in (d) and (e).
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Fig. 17. Time series of upper 100 m zonal velocity (minus 2000 m velocity) averaged from 48–58◦S for OMIP1 and OMIP2.
The Drake Passage transport seems to be high in this model com-
ared to many other model studies. However, the overall Antarctic
ircumpolar Current shows an increasing trend similar to the obser-
ations and many other studies (e.g., Shi et al., 2021). Fig. 17 shows
he time series of the zonal mean velocity (it resembles Fig. 3a in Shi
t al., 2021), which suggests that ocean warming is likely to continue
o accelerate the Southern Ocean zonal flow.

Nevertheless, other existing biases still require further attention. (1)
he polar sea-ice extent in our model is less than that of the observa-
ions. (2) The warmer zonal average bias in the Atlantic–Arctic Ocean
MOC circulation cell is shallower than the observations indicate,
esulting in a stronger deep to bottom meridional cell. These biases
ould likely be interlinked with the higher Drake Passage transport
hrough different mechanisms, such as the negative feedbacks between
he sea-ice extent and Antarctic Circumpolar Current (van Westen and
ijkstra, 2021), and also the links between a strong Antarctic Circum-
olar Current and the bottom meridional cell, as discussed earlier. The
ncertainty of the freshwater input in the Arctic/Antarctic may also
e another possible factor (Tseng et al., 2016a). Further studies are
equired to investigate the possible linkages and sources of these model
iases.

. Data usage

Our simulation data from both OMIP1 and OMIP2 have been
ploaded onto the Earth System Grid Federation (ESGF) data server
nd are available for download (https://esgf-node.llnl.gov/projects/
mip6/). The dataset format is NetCDF, version 4. The newer version
sed in this study, TaiESM1-TIMCOM2 (https://doi.org/10.22033/
SGF/CMIP6.16323), is shown along with the previous version,
aiESM1-TIMCOM (https://doi.org/10.22033/ESGF/CMIP6.14336).
he newer version has the following differences: an increased number
f vertical layers, adjusted GM parameters, and a slightly modified
and mask area. The horizontal grid numbers of the model outputs
re 320 and 288 in the zonal and meridional directions, respectively.
he format is slightly changed to the CMOR (Climate Model Output
ewriter) file structure, as required by the OMIP. The data consist of
5 vertical levels, and the original vertical level is not changed on

SG nodes. The depths of the W grid and 𝑇 grid are documented in

12
Table 1
Vertical depths of 𝑇 and W grids. The temperature (T), salinity (S),
pressure (P), and horizontal vectors (u, v) are located in the 𝑇 grid, and
the vertical velocity (W) is located in the W grid. The values represent
the depth below Level 1 of the W grid (units: m).

Level T-grid depth W-grid depth

1 5.5 0.0
2 16.7 11.1
3 28.2 22.4
4 40.0 34.0
5 52.1 46.0
6 64.6 58.3
7 77.5 71.0
8 90.9 84.2
9 104.8 97.8

10 119.2 111.9
11 134.3 126.7
12 150.0 142.0
13 166.5 158.1
14 183.7 175.0
15 201.9 192.7
16 221.1 211.4
17 241.4 231.1
18 262.8 251.9
19 285.6 274.1
20 309.9 297.6
21 335.8 322.6
22 363.4 349.4
23 393.1 378.0
24 424.8 408.7
25 459.0 441.6
26 495.7 477.0
27 535.4 515.2
28 578.2 556.4
29 624.6 601.0
30 674.8 649.2
31 729.2 701.5
32 788.4 758.2
33 852.7 819.9
34 922.7 887.0
35 999.0 960.0
36 1082.2 1039.7
37 1173.0 1126.6

(continued on next page)

https://esgf-node.llnl.gov/projects/cmip6/
https://esgf-node.llnl.gov/projects/cmip6/
https://esgf-node.llnl.gov/projects/cmip6/
https://doi.org/10.22033/ESGF/CMIP6.16323
https://doi.org/10.22033/ESGF/CMIP6.16323
https://doi.org/10.22033/ESGF/CMIP6.16323
https://doi.org/10.22033/ESGF/CMIP6.14336
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Table 1 (continued).
Level T-grid depth W-grid depth

38 1272.2 1221.5
39 1380.6 1325.2
40 1499.3 1438.6
41 1629.2 1562.7
42 1771.4 1698.6
43 1927.3 1847.5
44 2098.1 2010.7
45 2285.6 2189.7
46 2491.3 2386.0
47 2717.0 2601.5
48 2964.9 2838.1
49 3237.2 3097.9
50 3536.4 3383.3
51 3865.2 3697.0
52 4226.7 4041.7
53 4624.1 4420.7
54 5061.2 4837.5
55 5541.9 5295.8
56 – 5800.0

Table 1. The frequency of the data is monthly; the data cover a period
of 1–372 years for OMIP1 and 1–362 years for OMIP2 (six cycles of the
forcing data).
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